Internal structure and dynamics
of stratified flow over sloping topography

Lars Umlauf












Internal structure and dynamics
of stratified flow over sloping topography

Habilitationsschrift
zur
Erlangung des akademischen Grades
doctor rerum naturalium habilitatus (Dr. rer. nat. habil.)
der Mathematisch-Naturwissenschaftlichen Fakultat

der Universitat Rostock

vorgelegt von;

Lars Umlauf aus Rostock,
geb. am 16. Oktober 1969 in Risselsheim

Rostock, den 02. Juli 2012






Contents

1 Introduction 1

2 Internal structure and dynamics of frictionally controlled gravity currents 5

21

2.2

2.3

24

2.5

Introduction . . . . . . . . 5
Mathematical description . . . . . . .. ... oL oL 8
2.2.1 Governing equations . . . . . .. ... oL 8
2.2.2 Representation of the turbulent fluxes . . . . .. ... ... .. ... 9
Bulk dynamics . . . ... 10
2.3.1 Governing equations . . . . . .. . ... 11
2.3.2 Properties of the solution . . . . . .. ... ... ... ... ... . 12
Observations . . . . . . . . . L 15
2.4.1 Non-dimensional bulk parameters . . . . . .. .. ... ... ..... 16
2.4.2 Cross-channel structure . . . . . . ... ... oL, 17
2.4.3 Secondary circulation . . . ... ... oL 18
2.4.4 Mixing and entrainment . . . . . ... ..o 20
Analysis . . . . . . L 21
2.5.1 Cross-channel dynamics . . . .. .. ... ... .. ... ... ... . 22
2.5.2 Interpretation of observations and model results . . . . . .. ... .. 25

2.5.3 What we have learned . . . . . . . . . ... ... ... 30



vi

CONTENTS

3 Internal structure and dynamics of sloping boundary layers

3.1

3.2

3.3

3.4

3.5

Introduction . . . . . . . .. L
Observations in Lake Constance . . . . . . ... ... ... ...
Theory and one-dimensional analysis . . . ... ... ... ..
3.3.1 Geometry and governing equations . . . . ... .. ...
3.3.2 Analysis of model results . . . . .. ... ...
3.3.3 Non-dimensional description . . . . . . .. ... ... ..
Three-dimensional analysis . . . . . ... ... ... ......
3.4.1 Boundary-layer dynamics . . . . ... .. ... ..
3.4.2 Quantification of basin-scale mixing . . . ... ... ..

What we have learned . . . . . . . . . . . ... ...

4 List of papers included in this work

55



Chapter 1

Introduction

When Munk (1966) suggested that the balance between upwelling and downward mixing
in the abyssal ocean may be described to first order in form of a simple one-dimensional
advection-diffusion equation, he was well aware of the fact that the basin-scale behavior
expressed by his model may in fact be the response to localized processes occurring near
the boundaries. This is immediately evident for the advection part of Munk’s model that
describes basin-scale upwelling as the result of deep-water renewal due to bottom gravity
currents, propagating down the continental slopes in comparatively narrow boundary layers.
Munk (1966) also speculated, based on the rather limited data available at that time, that
the lateral boundaries may play a key role also for net basin-scale mixing, which compensates

the advective downward transport of fluid on the long-term average.

This point of view was later supported by the results from open-ocean tracer experiments
(Ledwell et al., 1993; Ledwell and Hickey, 1995; Ledwell et al., 2000) and direct observations
of turbulence microstructure in the abyssal ocean (Toole et al., 1994; Polzin et al., 1997),
revealing the unexpectedly low mixing rates of the open ocean, and the presence of mixing
hot-spots in the vicinity of topography. Over the last decades, Munk’s ideas have been
refined but the overall picture, and even the net mixing rates originally inferred from his
model, have remained remarkably robust (Munk and Wunsch, 1998; Wahlin and Cenedese,
2006). The dynamical implications of the inhomogeneous distribution of mixing suggested
by these investigations have been summarized by Wunsch and Ferrari (2004), who pointed
out that “the mow inescapable conclusion that over most of the ocean significant vertical
mizing 1s confined to topographically complex boundary areas implies a potentially radically

different interior circulation than is possible with uniform mizing”.

Although scales and physical forcing mechanisms are rather different, these basic compo-
nents of the overturning circulation are completely analogous to the Baltic Sea, one of the

primary study areas in this work. Also in the Baltic Sea, deep-water renewal occurs in the
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form of bottom gravity currents traveling down the topographic slopes, with the important
difference, however, that these flows are triggered by intermittent intrusions of saline (and
thus dense) waters from the adjacent North Sea rather than by surface cooling as in the
high-latitude ocean (Meier et al., 2006; Meier, 2007; Reissmann et al., 2009). On the long-
term average, the downward advection of dense waters due to these inflows is balanced by
vertical mixing, which is, similar to the much larger ocean basins, confined to the bottom
boundary layers on the slopes as recently shown from the results of a tracer experiment and
turbulence microstructure observations in the central Baltic Sea (van der Lee and Umlauf,
2011; Holtermann et al., 2012; Holtermann and Umlauf, 2012).

On even smaller scales, the processes described above have also been observed in lakes
that form the focus of the second part of this work. Also here, tracer studies and direct
turbulence observations have shown that boundary mixing is the key to basin-scale mixing,
controlling energy dissipation and net “vertical” transport of matter and heat (Goudsmit
et al., 1997; Wiiest and Lorke, 2003; Wain and Rehmann, 2010). However, since the deepest
layers in most lakes are ventilated at least once per year by complete overturning, deep-water
renewal due to bottom gravity currents plays a much less critical role compared to the ocean.
Exceptions are a number of large and deep meromictic lakes that remain stably stratified
throughout the year, with the deep layers ventilated mainly by dense waters cascading
down the slopes. Examples for this process include the world’s deepest lake, Lake Baikal
(Killworth et al., 1996; Wiiest et al., 2005), and Lake Geneva, one of the largest Western
European lakes (Fer et al., 2001). The overall conclusion from this is that the downward
transport of fluid in the form of dense bottom currents, and the subsequent upward mixing,
constitute two essential components of the basin-scale overturning circulation in the majority
of stratified basins, over a large range of scales and for various forcing conditions. Both types
of processes have received considerable attention in the past, and will also be central to this

work.

The mathematical description of dense bottom currents has mainly been based on the frame-
work of inviscid rotating hydraulics (e.g., Gill, 1977; Killworth, 1992), and more recently also
on theories emphasizing the role of frictional effects (Wahlin, 2004; Darelius and Wahlin,
2007). So-called stream-tube models combine aspects of both approaches, and have been
successfully used to predict the propagation pathways of gravity currents in the presence of
topography and entrainment (Smith, 1975; Baringer and Price, 1997b). All of these theo-
ries, however, describe gravity currents only as vertically homogeneous near-bottom layers,
which completely ignores the internal structure of these flows. Except for a few three-
dimensional modeling studies (e.g., Ezer, 2006), the reasons for and dynamical implications
of the observed internal variability and structure of bottom gravity currents have received
surprisingly little attention. Based on idealized numerical investigations, and an extensive
observational program in the Baltic Sea, these issues are the central topic of the first part

of this work described in the following Chapter 2.
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In the second part, a special type of boundary mixing process, identified a few years ago
in the boundary layer of a lake with strong internal seiching activity, will be analyzed. In
this process, differential advection leads to gravitationally unstable layers inside the bottom
boundary layer (Lorke et al., 2005), with yet unknown implications for the overall dynamics
and diapycnal mixing. A similar mechanism, though strongly modified by rotational effects,
has also been identified on the ocean (Moum et al., 2004), suggesting that this phenomenon
is of some general relevance. Focusing on lakes with small rotational effects, the discussion
in Chapter 3 extends a number of recent studies of boundary mixing that take into account
the internal structure of the near-bottom layer but ignore the possibility and implications of
gravitationally unstable layers and near-bottom convection (e.g., Perlin et al., 2005, 2007;
Taylor and Sarkar, 2008).

This work has been funded by the German Research Foundation (DFG) through the projects
QuantAS (Quantification of water mass transformation in the Arkona Sea) and ShIC (Shear-
induced convection in bottom boundary layers). I am indebted to various colleagues and
students that accompanied the extensive field program for the gravity current studies, es-
pecially to Hans Burchard, who was also involved in the modeling part of this project, and
supported this work in many other ways. I enjoyed the inspiration and reliable collabora-
tion with Lars Arneborg from the University of Gothenburg (Sweden) in the framework of
QuantAS, and with Alfred Wiiest from the Swiss EAWAG and Andreas Lorke, at that time
at the University of Constance, who motivated the modeling investigations of shear-induced
convection in lakes. Numerical simulations have been performed with the open-access mod-
els GETM (www.getm.eu) and GOTM (www.gotm.net), and Karsten Bolding’s continued

effort to keep these codes in an excellent state is greatly appreciated.



Introduction




Chapter 2

Internal structure and dynamics of
frictionally controlled gravity

currents

2.1 Introduction

Bottom gravity currents passing over a sill or through a topographic constriction are known
to form crucial control points for the general overturning circulation in stratified ocean
basins. This important class of flows has therefore attracted continuous attention over the
past decades of oceanographic research, with some well-investigated examples including the
Faroe Bank Channel overflow (Mauritzen et al., 2005; Seim and Fer, 2011), the Mediter-
ranean outflow through the Strait of Gibraltar (Baringer and Price, 1997a), and the Red Sea
outflow plume passing through a system of submarine canyons into the Arabian Sea (Peters
et al., 2005). Analogous to their large-scale counterparts in the ocean, also in the Baltic Sea
the deep water formation process is strongly depending on the transport of water masses
associated with dense deep-water inflows. A recent research focus in this area have been
the gravity currents passing through topographic constrictions like the Bornholm Channel
in the Southern Baltic (Borenis et al., 2007; Reissmann et al., 2009), the Stolpe Channel in
the Baltic Proper (Paka et al., 1998; Zhurbas et al., 2012), and the small-scale channels in
the Western Baltic that will be the main topic of this chapter (Umlauf et al., 2007; Umlauf
and Arneborg, 2009a). On even smaller spatial scales, usually referred to as “topographic
corrugations”, field observations (e.g. Foldvik et al., 2004; Sherwin et al., 2008), idealized
numerical modeling studies (Liang and Garwood, 1998; Tlicak et al., 2011), and laboratory
experiments (Davies et al., 2006; W&hlin et al., 2008; Darelius, 2008) have revealed that

submarine ridges and canyons are responsible for the effective downward transport of dense
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shelf waters that ultimately determines deep-water formation. As will be shown in the fol-
lowing, the Baltic Sea forms a nearly ideal natural laboratory for the investigations of these

flows.

The classical description of bottom gravity currents in the vicinity of topographic con-
strictions follows the framework of rotating hydraulic theory, based on the conservation of
potential vorticity and mass, and the Bernoulli equation formulated for a negatively buoy-
ant near-bottom layer (Gill, 1977; Pratt and Lundberg, 1991; Killworth, 1992). Hydraulic
theory has proven particularly useful for flows with hydraulic control points, where it allows
for the computation of the lateral interface structure and transport capacity from a limited
number of upstream parameters (e.g., Pratt, 2004; Lake et al., 2005). However, as already
concluded by Pratt (1986) from simple scaling arguments, there is an increasing body of
evidence that real oceanic gravity currents are strongly influenced by frictional effects, dif-
ferent from most laboratory experiments and the assumptions of classical hydraulic theory.
Bulk momentum budgets constructed from observations (Johnson et al., 1994b; Baringer
and Price, 1997a; Astraldi et al., 2001), and direct turbulence measurements (Johnson et al.,
1994a; Peters and Johns, 2005, 2006; Umlauf and Arneborg, 2009a) have provided further

support for this changing view on dense bottom currents.

These findings have induced a number of attempts to modify the hydraulic equations to
incorporate frictional effects (e.g. Pratt, 1986; Johnson and Ohlsen, 1994). Above all, how-
ever, they have motivated the development of a new class of models not based any more
on the principles of hydraulic theory. These models, usually formulated as a set of layer-
integrated equations for a single active near-bottom layer with reduced gravity, assume that
the bulk momentum budget in the main flow direction is characterized by a balance be-
tween the interfacial pressure gradient and the sum of the bottom and entrainment stresses.
This simple balance, sometimes referred to as frictional control, implies that any mem-
ory of the upstream conditions (e.g., of upstream potential vorticity) is lost, reducing the
model geometry to two dimensions in the cross-stream direction. Motivated by observa-
tions from the Baltic Sea, Lundberg (1983) has formulated the basic principles in form of
a layer-integrated reduced-gravity model, later modified and extended to describe gravity
currents passing through different types of submarine canyons (W&hlin, 2002, 2004) or along
ridges (Darelius and Wéhlin, 2007; Darelius, 2008). Models of this type have been reported
to provide plausible descriptions of the lateral interface structure and transport capacity
of oceanic (Wahlin, 2004; Borenés et al., 2007) and laboratory gravity currents (Darelius,
2008; Cuthbertson et al., 2011).

One immediate consequence of frictional control that will be a central point in the following
discussion is the emergence of near-bottom and interfacial Ekman transports. These lateral
circulation patterns may distort the internal density structure of the gravity current and

strongly modify the dynamics. Johnson and Sanford (1992) attributed the cross-channel
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density structure and secondary (cross-channel) circulation patterns in the Faroe Bank
Channel overflow to this effect, analyzed later in more detail in laboratory experiments
(Johnson and Ohlsen, 1994) and idealized numerical simulations (Ezer, 2006). Secondary
currents associated with lateral Ekman transports were also invoked by Paka et al. (1998)
in order to explain the lateral density structure in the Stolpe Channel, a well-known prop-
agation pathway for bottom gravity currents in the Baltic Sea. As shown below, however,
Ekman transports constitute only one, although crucial, component of the secondary cir-
culation such that the existing picture of frictionally controlled gravity current remained

incomplete at that time.

The following sections describe some new insights into the complex physics of frictionally
controlled, rotating gravity currents, recently gained in the framework of the QuantAS
project (“Quantification of water mass transformations in the Arkona Sea”), funded by the
German Research Foundation (DFG). Focal area of QuantAS was the Arkona Basin in the
Western Baltic, a region well-known for the occurrence of gravity currents with particu-
larly clear and stable signals due to frequently intruding saline waters from the North Sea
(Reissmann et al., 2009). QuantAS has combined observations from ship campaigns (e.g.,
Sellschopp et al., 2006; Umlauf et al., 2007) and numerical investigations (e.g., Burchard
et al., 2009; Umlauf et al., 2010) to obtain an integrated view of the dynamics of gravity
currents in this important region for water mass transformation. Key component of this
study were observations of turbulence parameters that are difficult to obtain in real oceanic
gravity currents, and therefore rare. These results have helped understanding the dynam-
ics of larger systems like the well-investigated Faroe Bank Channel overflow at the North
Atlantic margin (Fer et al., 2010; Seim and Fer, 2011)

In the following, the scientific background and the contribution of 7 papers that constitute
the first part of this work will be briefly summarized. The combined modeling and observa-
tional study in Paper 1 by Arneborg et al. (2007) discusses a one-dimensional description of
the dynamics of dense bottom currents. Paper 2 by Umlauf et al. (2007) contains the first
high-resolution, synoptic measurements of hydrographic and turbulence parameters across
a topographically constrained oceanic gravity current. This data set has motivated the
analysis of the dynamics of such flows discussed in Papers 3 and 4 by Umlauf and Arneborg
(2009a,b). Complementary to these observational studies, in Paper 5 Umlauf et al. (2010)
analyze the dynamics of frictionally controlled, rotating gravity currents with the help of
idealized numerical simulations. Essential for the correct representation of entrainment in
these complex flows was a reliable parametrization of sub-grid scale mixing that is discussed
in detail in Paper 6 by Umlauf and Burchard (2005). Some special modeling issues regard-
ing the description of mixing and entrainment in dense bottom gravity currents and other
relevant flows in large-scale ocean models are finally discussed by Umlauf (2009) in Paper
7.
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2.2 Mathematical description

Based on the assumption that information about the upstream conditions is negligible in
frictionally controlled gravity currents, the problem can be described in a two-dimensional
configuration. Therefore, in Papers 1-5 an idealized geometry was considered, consisting
of a bottom gravity current passing through an infinitely long and deep channel (or along
an infinitely long ridge) with constant down-channel tilt, S, < 1, rotating at a constant
rate, f/2, around the vertical axis (Figure 2.1). The down- and cross-channel coordinates
are denoted by x and y, respectively, such that the z-axis exhibits a small tilt, S, with
respect to the vertical. The gravity current is driven by its negative buoyancy relative to
the ambient fluid,

b=—g , (2.1)

where g denotes the acceleration of gravity, p the (potential) density, pg a constant reference
density, and pso the density of the ambient fluid for z — oo. Changes in the down-channel
direction are ignored (9/0x = 0) such that the problem becomes two-dimensional in the y-z

plane. The main flow direction is thus aligned with the z-axis (Figure 2.1).

Figure 2.1: (a) Schematic view of a channelized bottom gravity current. The large arrow

indicates the direction of the down-channel flow.

2.2.1 Governing equations

Assuming a flow with small aspect ratio, the evolution of the down- and cross-channel
velocities, u and v, and the buoyancy, b, is described by the shallow-water version of the
Boussinesq equations. In the rotated coordinate system depicted in Figure 2.1, assuming a

small down-channel tilt S, < 1, it can be shown that these equations are of the following



Internal structure and dynamics of frictionally controlled gravity currents 9

form:
ot Oy 0z N Y py 0z
ov  ov?  Ovw 1 Oty
o Ty T T = Tem e (2.2)
o ow ow G
ot Oy oz 0z’
where L 1% 9 LS
U, = — —_— 2’ Vg = -z , 2.3
g9 f ; ay g f ( )

are the geostrophic velocities, 7, and 7, the turbulent fluxes of momentum, and G the
turbulent buoyancy flux (lateral turbulent fluxes are ignored). The z-component of the
velocity vector is denoted by w, computed from a continuity equation of the form:

ov  Ow

—+—=—=0 . 2.4

oy 0z (24)
For the idealized flows discussed in the following, it is assumed that u,v,b — 0 for z — oo,

i.e. far above the interface of the gravity current.

The differential equations in (2.2)-(2.4) form the basis for the analysis of gravity currents
in this work. Identical equations have been used in the modeling study in Paper 5 by
Umlauf et al. (2010), and different types of simplifications are discussed in Papers 1-4.
More specifically, in Paper 1, Arneborg et al. (2007) considered a combined model-data
approach with the help of a one-dimensional (vertical) set of equations derived from (2.2)-
(2.4) by assuming that cross-channel derivatives can ignored, implying through (2.4) that
all advection terms vanish. In the theory of Umlauf and Arneborg (2009b) (Paper 4), cross-
channel gradients were retained but the flow was assumed to be quasi-stationary, which

turned out to be sufficient to explain the complex lateral density structure in these flows.

2.2.2 Representation of the turbulent fluxes

While for the observational data described in Papers 1-4, the turbulent fluxes appearing
on the right hand side of (2.2) have been estimated from different types of turbulence
measurements, for the numerical solutions described in Paper 1 by Arneborg et al. (2007)
and Paper 5 by Umlauf et al. (2010) a turbulence closure model was required. A detailed
account of this rather complex issue is given in the review article by Umlauf and Burchard

(2005), which includes the description of the turbulence models used in Papers 1 and 5.

Briefly, in these turbulence models the turbulent fluxes of momentum, 7, and 7,, and the

buoyancy flux G are computed from gradient expressions of the form:

T ou T ov ob
— = . G:—yf&,

=y 2.5
0 2 ) 0 Vtaz ) ( )
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where the turbulent diffusivities,

V=G V=G (2.6)

follow from an algebraic second-moment turbulence model combined with two prognostic
transport equations for the turbulent kinetic energy k and the dissipation rate e (or, as in
Arneborg et al. (2007), for the specific dissipation rate w = ¢/k). The functions ¢, and
cZ depend on the non-dimensional stability parameters Sk/e and Nk/e, where S is the
total vertical shear and N? = 9b/Jz defines the buoyancy frequency N. Numerical and
implementation issues are discussed in the documentation of the General Ocean Turbulence
Model (GOTM, see Umlauf et al., 2005).

A particular problem in the description of gravity currents with numerical models is related
to the fact that, at least in non-rotating flows, the vertical shear and thus the shear produc-
tion of turbulent kinetic energy vanishes at the velocity maximum. A number of frequently
used turbulence models that relate the turbulent diffusivity to the gradient Richardson num-
ber, Ri = N2/S52%, will fail to predict mixing correctly at such locations where Ri — oo.
A similar problem appears at the velocity maximum of jet-like oceanic currents like the
equatorial undercurrent, suggesting that this effect is of some general relevance. Special
modeling strategies required to overcome these turbulence modeling issues are discussed by
Umlauf (2009), included in this thesis as Paper 7.

2.3 Bulk dynamics

Much of the progress made in recent years with the theoretical description of frictionally
controlled gravity currents was based on vertically integrated reduced-gravity models, which
for this reason are briefly reviewed here. The key assumption in this approach is that the
gravity current can be represented as a homogeneous material volume of fluid with constant
(negative) buoyancy b, superimposed by an infinitely thick stagnant layer with b = 0. This
type of approximation, sometimes referred as the 1.5-layer model, applies in situations
where the entrainment stress at the interface is dynamically insignificant, and the time
scales considered are small compared to the time scale for significant changes of the interior
buoyancy due to mixing with ambient water (W#ahlin, 2004; Darelius and Wahlin, 2007).
While a number of interesting results can be obtained with this simplified system, the main
purpose of this chapter is to demonstrate that rotational effects distort the interfacial density
structure to an extent that is not any more consistent with the geometric assumptions of

the 1.5-layer model.
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2.3.1 Governing equations

The geometry of the 1.5-layer model is illustrated in Figure 2.2 for a gravity current passing
through an infinitely long channel (the case of a gravity current passing along an infinitely
long submarine ridge is completely analogous). The flow consists of a buoyancy-driven near-
bottom layer of thickness H, bounded from above by a material free surface representing the
density interface at z = ), and from below by topography (z = —D) such that H = n+ D
(Figure 2.2).

Figure 2.2: Geometry of the 1.5-layer model for a rotating gravity current passing through
an infinitely long channel. Note that the coordinate system is titled in the down-channel

direction as shown in Figure 2.1.

Using the standard kinematic boundary conditions for a material free surface, and the
additional assumption that u and v are vertically constant, (2.4) may be integrated to yield

an equation for the interface elevation:

@ B _(%H
ot Oy

2.7)

Analogously, it can be shown that integration of (2.2) results in an integrated momentum
budget of the form

Oul  OwH o m — _pms, - Cp |,
ot oy
5 942 5 (2.8)
vH v H n
H = s -

where the bottom stress has been expressed by a quadratic drag law with Cp denoting
the drag coefficient, and |u| = (u? + v?)'/? the total speed. Wahlin (2002) has compared
this drag law to different alternatives, including a linear representation of bottom drag
and a parametrized Ekman layer, finding, however, only small differences among these
models if the corresponding drag coefficients are adjusted to yield comparable Ekman layer

thicknesses. Although complicating the analytical solution (2.8), the quadratic relationship
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is preferred here because it can be shown to be consistent with classical turbulent boundary-
layer scaling and with the representation of near-bottom turbulence in the turbulence models
employed in Papers 1, 5, 6, and 7. A quadratic dependency with a drag coefficient of the
order of Cp = 1073 was also inferred from the direct bottom stress measurements discussed
in Paper 3 (Umlauf and Arneborg, 2009a).

Finally, it should be noted that no new information is obtained from the integrated buoyancy
equation in (2.2): in the absence of entrainment the buoyancy b remains constant and

homogeneous for all times.

2.3.2 Properties of the solution

The expressions in (2.7) and (2.8) form a closed set of equations for the 3 unknowns u, v,
and n. To illustrate the properties of this system, it is numerically solved here with the help
of a conservative finite volume approach, using resolutions in space and time that are high
enough to insure fully converged results. These simulations are not part of Papers 1-5, and
mainly serve the purpose of introducing the basic principles and consequences of frictional

control.

The gravity currents described in Papers 1-5 exhibit a typical thickness of the order of
10 m, and, laterally constrained by the local channel topography, a width of the order of
10 km. The basic properties of these flows will be illustrated with the help of an idealized
geometry, consisting of an infinitely long, cosine-shaped channel with down-channel slope
Sy = 5x107%, and bottom drag coefficient Cp = 1073. The simulations are initialized with
zero velocities, a flat interface, a buoyancy contrast of b = —0.1 m s~2, and a local thickness
of H = 10 m at the deepest point of the channel, resulting in a width of 10 km at the interface
level. The local latitude of 55°N corresponds to a Coriolis parameter of f = 1.12x 1074 s,
and a local inertial period of Ty = 14.65 h. These values are consistent with the observations
described in Papers 2, 3 and 4 (Umlauf et al., 2007; Umlauf and Arneborg, 2009a,b), and
the vertically resolved simulations in Paper 5 (Umlauf et al., 2010), which facilitates a direct

comparison.

Temporal evolution

Snapshots of the lateral structure of the solution at selected times (Figure 2.3) show the
evolution of a swift down-channel flow with speeds reaching 0.7 m s~!, and clear indications
for a geostrophic adjustment of the interface. Near the edges, the down-channel speeds
become vanishingly small due to the increasing influence of friction, and the geostrophically
balanced interface slope tends to zero. A similar behavior was already pointed out by

Wiéhlin (2002, 2004), who considered the stationary case with linear friction. Time series
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of the velocities and interface displacements in the channel center (Figure 2.4) reveal that
already after one inertial period the gravity current has reached approximately stationary
conditions. Oscillations in the cross-channel speed and interface elevation, easily identified
as cross-channel internal seiches with a period of approximately 6 h, are quickly damped
out due to bottom friction (Figure 2.4b,c). This unexpectedly strong damping can be
understood by comparing the gravity current solution with the non-rotating, purely two-
dimensional cross-channel seiching problem with vanishing down-channel flow (v = 0). For
the pure seiching case, the drag term on the right hand side of (2.8) adopts the form
Cp |v| v, whereas for the channelized gravity current considered here (u > v) one finds
Cplulv ~ Cpuv. This is a factor of u/v > 1 larger compared to the seiching case,
demonstrating that the swift down-channel flow is essential for the strong damping and

quick geostrophic adjustment.

u(m s_l)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

z (m)
5

| 0.00t T*

z (m)
5

[ 0.251t !

z (m)
5

z (m)
5

0
y (km)

Figure 2.3: Numerical solution of (2.7) and (2.8) at different times (here specified as fractions
of the inertial frequency 7y = 14.65 h). Model parameters are: S, = 5 X 1074, b =
—01ms 2, Cp=10"3,and f =1.12 x 107% s 1.
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Figure 2.4: Solutions of (2.7) and (2.8) for (a) the down-channel velocity, (b) the cross-
channel velocity, and (c) the total thickness of the gravity current, all evaluated in the

center of the channel. Parameters correspond to those given in Figure 2.3.

Stationary solution

Given the quick adjustment time of the simulated flow, it is interesting to look for stationary
solutions of (2.7) and (2.8). In this case, all rate terms vanish by definition, and the
continuity equation (2.7) requires v = 0 everywhere. Thus, without further assumptions,

(2.8) can be written as

bHS, = -Cpu?,
on (2.9)
fu - a_y,

which reveals the essential dynamical components of a rotating, frictionally-controlled grav-
ity current: (a) a balance between bottom friction and the down-channel interfacial pressure

gradient, and (b) a simple geostrophic balance in the cross-channel direction.

Further insight into the physical properties of (2.9) can be gained by re-formulating it in
non-dimensional form. To this end, it is helpful to introduce the Ekman number,

Cpu

I (2.10)

By =

measuring the ratio of the bottom stress, Cpu?, and the Coriolis force, fuH. With the help
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(2.9), the Ekman number can be expressed in two alternative non-dimensional ways that

reveal some interesting properties:

1
Sz 0\2
B, = -2 -2 2.11
=2 (5) .11)
where the prime denotes the cross-channel derivative with respect to y, and
bCpS,
5= — I z (2.12)

is a fixed length scale that combines all parameters of the problem. The first equality in
(2.11) shows that the Ekman number can be interpreted as the ratio of the down-channel
and cross-channel interface tilts: flows with larger Ekman number, and thus greater relative
importance of frictional effects, exhibit a larger relative down-channel tilt. The last term
in (2.11) suggests that ¢ has the physical significance of an Ekman layer thickness. From
inspection of the shape of this term in (2.12), it is easily seen that slowly rotating flows in
steep channels with large bottom roughness and large buoyancy contrast exhibit a stronger

relative importance of frictional effects.

Since the topography D is given, and ' = H' — D’ (see Figure 2.2), the second equality in
(2.11) can also be understood as a first-order differential equation for the plume thickness
H(y). In spite of its apparent simplicity, the non-linearity of (2.11) makes it rather difficult
to find closed analytical solutions except for very simple topographic shapes. A numerical
solution of (2.11), however, is easily found, and shown in Figure 2.5 for the parameter set
used above. The interface elevation is seen to be almost identical to that shown in Figure
2.3 after one inertial period, confirming the above conclusion that at this time the solution

is already close to the steady state.

0
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Figure 2.5: Numerical solution of (2.11) for the parameters also used in Figure 2.3 above.

2.4 Observations

The observational program described in Papers 1-4 focused on a submarine channel in

the Western Baltic Sea that was found to be the major pathway for saline bottom gravity
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currents entering through the Sound from the Kattegat (Figure 2.6). Measurements included
moored current meters in the center of the channel, ship-based measurements with vessel-
mounted and towed ADCPs, as well as densely-spaced turbulence microstructure profiling.
The latter was performed with a free-falling instrument providing nearly full-depth profiles
of temperature, conductivity, and current shear at centimeter scales, from which the most
important hydrographic and turbulence parameters (density, dissipation rate, turbulent
diffusivity, etc.) can be derived. Technical aspects of these measurements are described in
Paper 1 (Arneborg et al., 2007) and Paper 3 (Umlauf and Arneborg, 2009a).

Data of this type were obtained during different years with high resolution in time (e.g., a
few minutes per microstructure profile) at a location in the center of the channel (Paper 1
by Arneborg et al., 2007), as well as on different transects across the channel (Papers 2-4
by Umlauf et al., 2007; Umlauf and Arneborg, 2009a,b). On one of these transects (Figure
2.6¢), data from two simultaneously operating ships provided a synoptic and highly-resolved
view of the cross-channel structure of a vigorously turbulent bottom gravity current that,
regarding both resolution and parameter range, can still be considered unique. This detailed
data set has provided a number of new insights into the internal structure and dynamics of

turbulent rotating gravity currents that will be described in the following.

2.4.1 Non-dimensional bulk parameters

A frequently used parameter for the characterization of gravity currents is the Froude num-

ber, here defined as
AU

Fr= (—BH)% , (2.13)
where AU and B denote suitably defined bulk velocity and buoyancy differences between the
gravity current and the ambient fluid. In Paper 4, Umlauf and Arneborg (2009b) have shown
that in the center of the channel this parameter is typically in the range 0.2 < Fr < 0.5,
similar to F'r =~ 0.5 found in Paper 1 at the same location during a previous campaign.
These Froude numbers are substantially below the critical value Fr = 1, indicating that
hydraulic control and interfacial entrainment are not expected to have significant dynamical

effects (Turner, 1986; Cenedese and Adduce, 2010).

A second important parameter is the Ekman number that was already introduced in (2.10)
in the context of the 1.5-layer model with parametrized bottom friction. Here, it is refor-

mulated somewhat more generally as

= ™l
pofUH’

(2.14)

where T3, denotes the bottom stress vector, and U a typical bulk speed, equal to AU only

if the fluid above the gravity current is stagnant. During different campaigns analyzed
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Figure 2.6: Maps of (a) North Sea and Baltic Sea, (b) Western Baltic Sea, and (c) study
area in the Arkona Basin. The position of the moored ADCP and ADV is marked by the red
rectangle, and the approximately 11 km long cross-channel transect north of Kriegers Shoal
is indicated by the blue line. Ship-based observations on the transect included densely-
spaced turbulence microstructure and ADCP measurements. The pathways of saline near-
bottom currents entering through the Sound are schematically indicated by the blue arrows.

Depth contours are given at 2-m intervals.

in paper 1 and 4 (Arneborg et al., 2007; Umlauf and Arneborg, 2009b), Ekman numbers
of the order of 1 were found, underlining the first-order importance of frictional effects in
the gravity currents studied here. In view of these findings, it may thus be expected that

frictional rather than hydraulic effects constitute the essential control mechanism.

2.4.2 Cross-channel structure

A combined view of the cross-channel density and velocity structure, adapted from Paper 3
(Umlauf and Arneborg, 2009a), is shown in Figure 2.7. This figure reveals a dense bottom
layer of up to 15 m thickness, separated from the ambient fluid by a well-defined interface.
The density anomaly of the gravity current exhibits some variability but is of the order of
10 kg m™3, and therefore about one order of magnitude larger compared to typical large-
scale overflows in the ocean (e.g., Baringer and Price, 1997a; Seim and Fer, 2011). The clear

signal in density is mirrored in the velocity distribution, showing a compact layer of fluid
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moving with speeds up to 0.7 m s~! towards East, down the channel. Associated with this
swift flow is a lateral interface tilt that Umlauf and Arneborg (2009b) showed to be largely
geostrophically balanced.
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Figure 2.7: Transverse view of down-channel velocity and density (p—1000 kg m~3) structure
along the cross-channel transect marked in Figure 2.6c. Data were collected within less than
3 hours on 17 November 2005. Modified figure from Umlauf and Arneborg (2009a).

A closer look into the density structure shown in Figure 2.7 reveals two remarkable features
that cannot be explained in the framework of the 1.5-layer model but will be central for the
following analysis. First, it is evident that the interface, rather than representing a sharp
density jump, has the character of a wedge-shaped transition region with strongly varying
thickness, gradually increasing from less than a meter on the northern rim of the channel up
to several meters on the opposite side. The second interesting feature is the evolution of a
lateral density gradient in the interior region below the interface in the southern part of the
channel, where nearly vertical isopyncals are observed (the northern part is not affected by
this). This rather peculiar density structure seems to be a robust feature, observed during
different years at the same location, as well as in other gravity currents in the Baltic Sea,
e.g. in the Bornholm Channel in the Southern Baltic (Petrén and Walin, 1976; Reissmann
et al., 2009) and in the Stolpe Channel in the Baltic Proper (Paka et al., 1998; Zhurbas
et al., 2012). The dynamical reasons for these observed patterns are tightly connected to

the transverse circulation that will be discussed in the following.

2.4.3 Secondary circulation

The unexpected complexity of the lateral density structure is also mirrored in the velocity
timeseries derived from the ADCP moored near the center of the channel (Figure 2.8). While
the signal of the down-channel component merely confirms the stationarity of the flow,
and the vertical structure already found in Figure 2.7, the transverse component reveals

a surprisingly complex and stable pattern. A three-layer circulation can be distinguished,
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with a pronounced jet-like current (to the left, looking upstream) inside the interface, a
return flow in the interior just below the interface, and a current reversal in the lower part
of the flow. Similar observations had already been made in Paper 1 by Arneborg et al.
(2007), who were puzzled by the fact that the near-bottom flow was exactly opposite to
that predicted from Ekman theory. A full cross-channel transect of the transverse velocity
discussed in Paper 3 by Umlauf and Arneborg (2009a) has shown that the interfacial jet
persists, with variable strength, across the whole width of the gravity current, whereas the
near-bottom layer with the current reversal is confined to a relatively narrow region in the
center of the channel (not shown). A dynamical explanation for these features was given in

Papers 4 and 5 as discussed in more detail below.

Note that, consistent with the strong damping suggested by the model results displayed
in Figure 2.4, no significant cross-channel internal seiching motions are observed. This
indicates that the observations of the transverse structure discussed above have been syn-
optic, which is rarely the case in oceanic gravity current studies that generally suffer from

undersampling due to the strong variability induced by tides and flow instabiltities.

320 320.1 320.2 320.3 320.4 320.5 320.6 320.7
Day of 2005

Figure 2.8: Time series of (a) down-channel velocity, and (b) cross-channel velocity (positive
north) near the channel center (position is marked in Figure 2.6¢). The white line marks
the interface layer, here defined as the ADCP bin with maximum vertical shear. The time
period includes the measurements shown in Figure 2.7, the latter corresponding to 2.7 hours
during days 320.33-320.44. Modified figure from Umlauf and Arneborg (2009a).
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2.4.4 Mixing and entrainment

The rate at which ambient fluid is entrained by turbulent motions into a dense bottom
current determines its density and final interleaving depth, and is therefore of primary in-
terest in the investigation of such flows. Of similar relevance is the effect of turbulence on
the bottom and interfacial stresses that both may be essential for the bulk dynamics. The
standard approach for quantifying these processes has been based on the construction of
budgets at different downstream cross-sections of the gravity current (e.g., Baringer and
Price, 1997a,b), which, however, involves some rather serious model assumptions (e.g., sta-
tionarity), and generally leads to large uncertainties if entrainment rates are small. In such
cases (the gravity currents in the Baltic Sea form one example), direct observation of the
turbulent fluxes is often the only available alternative for obtaining reliable entrainment

estimates.

However, the technical and logistical challenges involved in direct turbulence measurements
have so far prevented their wide-spread use in oceanic gravity current studies. Shear-
microstructure measurements, the most involved but also most generally applicable and
accurate technique of this type, have been used to obtain mixing parameters only in a few
examples, among them two campaigns in the Mediterranean outflow (Wesson and Gregg,
1994; Johnson et al., 1994a), an investigation of the Storfjorden overflow (Fer, 2006), and
a recent study of mixing in the Faroe Bank Channel overflow (Fer et al., 2010; Seim and
Fer, 2011). Following a different method, a few studies have also attempted to estimate
mixing parameters from the statistical analysis of density overturns in CTD profiles, which,
by energetic arguments, can be related to energy dissipation and mixing (Fer et al., 2004;
Mauritzen et al., 2005; Peters and Johns, 2005). Except for the data discussed in this work,
the only direct measurements of the bottom momentum flux (or stress) in a gravity current

appear to be the observations in the Red Sea outflow plume by Peters and Johns (2006).

While providing valuable insights into the mixing behavior of gravity currents that would
have been unattainable with any other means, these studies were generally not able to
provide a synoptic and spatially coherent picture of mixing and entrainment due to the
large spatial scales, large depth, and strong temporal variability in the presence of tides and
flow instabilities. Because of the absence of tides and the stabilizing effects of topography
and friction, gravity currents in the Baltic Sea exhibit a much smaller temporal variability
than their large-scale counterparts in the ocean, and are much more easily accessible with
turbulence instrumentation. Yet, their spatial scales are large enough to make rotation a
first-order effect, and to guarantee that molecular (viscous) effects can be ignored. For these
reasons, the Baltic Sea can be viewed as an ideal natural laboratory for studying the effects

of turbulence and rotation in dense gravity currents.

These facts have been exploited in Paper 1 by Arneborg et al. (2007), who presented the
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first highly resolved timeseries of simultaneous observations of vertical current shear, strat-
ification, and turbulence dissipation rates in a real oceanic gravity current. Quite surpris-
ingly, in view of the low Froude number mentioned above (F'r = 0.5) , these observations
have revealed a vigorously turbulent flow with dissipation rates reaching values around
e = 1075 W kg~! even in the strongly stratified interface region, which was 2-3 orders
of magnitude above the ambient values. These data have turned out to fill an important
gap for reliable entrainment estimates at low Froude numbers that are notoriously difficult
to access in laboratory experiments due to viscous effects (Cenedese and Adduce, 2008).
The importance of reliable data in this parameter range has been emphasized in a number
of studies suggesting entrainment at low Froude numbers to be essential for the long-term
propagation and late-stage evolution of large-scale oceanic overflows (Wahlin and Cenedese,
2006; Hughes and Griffiths, 2006). With the help of data from the Baltic Sea, new entrain-
ment laws, valid also in the low Froude number range, are now being developed (Cenedese
and Adduce, 2010; Wells et al., 2010).

The single-point measurements in the center of the channel discussed in Paper 1 by Arneborg
et al. (2007) were later extended to include full cross-channel transects. These new data,
first presented in Paper 2 by Umlauf et al. (2007), combined densely-spaced turbulence mi-
crostructure measurements with the nearly full-depth velocity observations discussed above,
providing the first complete, detailed, and synoptic view of the transverse structure of a ro-
tating gravity current at very high Reynolds number. These observations (Figure 2.9) have
shown that energy dissipation is characterized by spatially coherent regions that were at-
tributed to different dynamical regimes: a frictional near bottom layer, a turbulent interface
region, and a “quiet core” with very low dissipation rates, located in the vicinity of the ve-
locity maximum, where shear production of turbulence is small. Similar observations were
made in the Bornholm Channel, connecting the Arkona Basin with the neighboring Born-
holm Basin (Reissmann et al., 2009). The relation between these observed mixing patterns
and the internal dynamics of the flow was the focus of Papers 3-5 that are briefly summarized

in the following.

2.5 Analysis

As a first step towards a physical interpretation of the observations discussed above, it
is instructive to compare the velocity measurements in Figure 2.7 with the results from
the idealized 1.5-layer model constructed in Section 2.3. With model parameters chosen to
approximately correspond to those found from the analysis of field data, and after stationary
conditions have been reached (last panel in Figure 2.3), the model is seen to yield an
acceptable representation of the most important bulk characteristics, like interface tilt,

maximum speed, and lateral velocity structure. This shows that already the most basic
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Figure 2.9: Same as Figure 2.7 but now the turbulent dissipation rate is shown. White
dots at the top indicate the positions of 74 microstructure casts used for this analysis.
These observations have been performed simultaneously with the velocity measurements
from combined vessel-mounted and towed ADCPs displayed in Figure 2.7. Figure replotted
from data published in Umlauf et al. (2007).

mathematical representation of frictional control according to (2.9) is able to capture the
essential physics of the problem, implying that the memory of upstream conditions, a central
component of hydraulic models that is ignored here, cannot be an important factor. This
finding also holds for the more advanced modeling study in Paper 5 by Umlauf et al. (2010),
described below, which may be viewed as an a-posteriori justification for ignoring upstream

gradients in the derivation of the momentum budget in (2.2).

In spite of the fact that the 1.5-layer model yields an acceptable first-order description of the
bulk dynamics of the flow, models of this type cannot, by definition, provide an explanation
for the internal density and velocity structure. The investigation of the reasons for and
dynamical implications of these features was the central topic of Papers 1-5. The most
significant results will be summarized in the following, starting with the development of a

conceptual picture for the secondary circulation.

2.5.1 Cross-channel dynamics

An insightful interpretation of (2.9) that has motivated much of the work discussed below
was given by Wahlin (2002, 2004), who pointed out that the down-channel component in

(2.9) may be written as:

vH =v,H +viH =0, (2.15)

where

bS Cp

’UgH = TxH, UfH = T’U, (216)
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These relations state that the net transverse transport can be viewed as consisting of two op-
posing components that exactly cancel under stationary conditions: a negative component,
vgH , geostrophically balancing the down-channel interface tilt, and a positive component,
vyH, representing the cross-channel Ekman transport associated with the down-channel
bottom drag. This provides the perhaps clearest illustration of the importance of frictional
effects for the downward transport of fluid that would otherwise propagate along topography
as a geostrophically balanced flow (W&hlin, 2002).

The corresponding relation for the more general problem with vertically varying velocities
can be derived from the down-channel component of (2.2), re-arranged in the form:
1Du

fDt’

where v, denotes the geostrophically balanced cross-channel velocity defined in (2.3), D/Dt

v =vg+ v+ (2.17)

the material derivative, and
1 o7,

vp = ——
T f o
the frictionally-induced transverse velocity component (Umlauf et al., 2010).

(2.18)

Considering first the stationary, non-entraining 1.5-layer system depicted in Figure 2.2, but
now allowing for vertically variable velocities, the continuity equation in (2.7) still implies
that the vertical integral of v vanishes. The same, however, does not apply for the local
contributions of the terms on the right hand side of (2.17), which leads to the important
conclusion that a transverse secondary circulation forms an essential component of the
down-channel momentum budget. Some information about the vertical structure of this
secondary flow can be obtained by focusing on the expected vertical variability of v, and
vy, respectively. The former remains vertically constant in the unstratified region below
the interface, whereas the latter is likely to exhibit a near-bottom intensification due to the
increasing importance of frictional effects. Considering the stationary linearized problem,
the last term in (2.17) vanishes, and is otherwise very small as suggested by the non-
linear simulations of Umlauf et al. (2010). Equation (2.17) therefore suggests a two-layer
secondary circulation with a near-bottom flow to the right (looking upstream) according to
Ekman theory, and a return flow in the upper part of the gravity current (Figure 2.10a). Tt is
important to note, however, that the near-bottom flow is usually much smaller than the pure
Ekman transport due to the compensating effect of vy, which is often overlooked (Johnson
and Sanford, 1992; Paka et al., 1998). Moreover, if the plume thickness is small compared to
the bottom Ekman layer thickness (this is the case for the shallow gravity currents studied
in this work), vy will not change appreciably in the vertical, and is therefore compensated
nearly everywhere by the constant v,. Under these conditions, the secondary circulation is

expected to be small.

The situation is further complicated by the fact that, contrary to the simple 1.5-layer model

assumed above, real oceanic gravity currents often exhibit a rich internal density structure,
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A

Figure 2.10: Schematic view of different components (gray arrows) of the secondary circula-
tion for the two cases with (a) an idealized 1.5-layer flow, and (b) a realistic interface with
finite thickness (upper and lower edges of the interface are indicated as thin black lines).

Black arrows illustrate the residual flow. The main (down-channel) flow is out of the page.

including an interface layer that may cover a significant fraction of the total thickness (e.g.,
Peters et al., 2005; Umlauf et al., 2007; Fer et al., 2010). According to (2.17), the presence
of internal stratification is likely to impact on the secondary circulation in at least the
following ways: (a) by creating additional baroclinic pressure gradients that modify vg; (b)
by suppressing turbulence which affects the secondary circulation via v¢; and (c) by the
appearance of dynamically relevant “entrainment stresses” due to mixing in the interface
region, which is represented by the last term in (2.17) as shown by Umlauf et al. (2010). On
the other hand, however, any modification of the secondary circulation due to these effects
will influence stratification by lateral advection of density, thus creating a complex feedback

mechanism between stratification and lateral circulation.

The interplay of these different mechanisms is schematically illustrated in Figure 2.10b,
showing a gravity current with a stratified interface layer of variable thickness. Assuming
that the internal stratification in the interior region, below the interface, is negligible, the
secondary circulation in this region is expected to be similar to that described for the 1.5-
layer model above. The more complicated interface region can be understood by considering

the one-dimensional version of (2.17), i.e. by ignoring lateral advection:
v(z,t) = vg(2,t) +vp(2,t) +vE(2,1), (2.19)
where vg = f~! Qu/0t has been introduced for convenience.

Inside the stably stratified interface, the buoyancy b will decrease from b = 0 at the top of the

interface to its minimum value at the lower edge. According to (2.3), we therefore expect
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vg < 0 inside the interface, corresponding to a geostrophically balanced flow to the left
(looking upstream), increasing in magnitude with depth. The size and even the sign of the
frictional component v is more difficult to estimate due to its dependency on the turbulent
momentum flux 7,. Near the upper edge of the interface, however, the stress is likely to
decrease from some value 7, > 0, required to accelerate freshly entrained fluid, towards zero
at the top of the interface. According to (2.18), this implies vy < 0, such that vy and v,
will point into the same direction in the uppermost part of the interface. Most important in
this context is the fact that the vertical integral of (2.18) corresponds exactly to the bottom
Ekman transport, 72/(pof), which implies that v ¢ does not provide any net transport inside
the interface. It can therefore not be associated with any bulk interface deformation due
to lateral flow divergence, as sometime erroneously assumed. This is different for the last
term, vg, which involves the acceleration of newly entrained fluid, and does not integrate to
zero. This acceleration is positive (down-channel) in the interface region, thus leading to a
positive contribution (vg > 0) to the interfacial transport that opposes the geostrophically
balanced component v,. The vertical integral of vg across the interface region can thus be
interpreted as the net interfacial Ekman transport associated with the entrainment stress
(see Paper 5 by Umlauf et al., 2010).

Therefore, as pointed out in Papers 4 and 5, if entrainment is small, the net transverse
transport inside the interface will be dominated by v,, pointing to the left (looking upstream)
as illustrated in Figure 2.10b. This was shown to explain the observed interfacial jet as
well as the wedge-shaped interface structure, the latter simply being a result of transport
divergence and convergence, respectively, near the channel walls. Further complications
arise if the interior region below the interface is stratified, leading to additional pressure

gradients that modify v,. This case will be discussed below.

2.5.2 Interpretation of observations and model results
Interfacial jet

First observational support for conceptual picture outlined above came from the single-
point observations in the center of the channel discussed in Paper 1 by Arneborg et al.
(2007). These authors were able to identify the interfacial jet in their data, as well as
in a one-dimensional numerical model aimed at reproducing the vertical structure of the
flow. At this early stage of the investigations, however, no satisfying dynamical explanation
for this phenomenon could be provided. Nevertheless, Arneborg et al. (2007) recognized
frictional effects as an essential component of the secondary circulation, and suggested
a new entrainment law that, in addition to the traditionally used Froude number (e.g.,
Cenedese and Adduce, 2010), included also a dependency on the Ekman number Fj, defined
in (2.14). This aspect of the problem was investigated in more detail in Paper 4 by Umlauf
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and Arneborg (2009b), who were able to establish a direct link between bottom friction,
rotation, and the strength of the interfacial jet. As one of their key results, these authors
were able to show that for Ej > 1 the transverse jet, rather than the down-channel flow,
dominates the vertical shear inside the interface, thus explicitly illustrating the importance

of Ekman number effects for entrainment in rotating gravity currents.

This was later confirmed in Paper 5 by Umlauf et al. (2010), who used a numerical model
to show that shear-production of turbulence inside the interface is strongly affected by the
presence of the jet. The model was based on the full set of equations in (2.2), numerically
solved for a cosine-shaped channel topography with scales and parameters approximately
corresponding to those described in the observational Papers 2—4. A full description of the
model can be found in documentation of the General Estuarine Transport Model (GETM)
by Burchard and Bolding (2002), except for the recently developed vertically adaptive nu-
merical grid that is described in Hofmeister et al. (2010). As mentioned in Section 2.2,
the turbulent fluxes were computed from a second-moment turbulence model described and
analyzed in detail in Papers 6 and 7 (Umlauf and Burchard, 2005; Umlauf, 2009). Compar-
ison of the computed dissipation rates and turbulent fluxes with the observed turbulence
parameters has shown that the model yields an excellent representation of turbulent mixing
(Umlauf et al., 2010).
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Figure 2.11: (a) Down-channel and (b) cross-channel velocity from the idealized two-
dimensional numerical simulation by Umlauf et al. (2010). Simulations started from ini-
tial conditions with zero velocities and zero cross-channel interface slope. Results shown
here correspond to the situation after two inertial periods, when cross-channel seiching mo-
tions have decayed. Black arrows in (b) indicate the direction of the secondary circulation.
Modified figure from Umlauf et al. (2010).
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The internal structure of velocity and density from these idealized simulations is displayed
in Figure 2.11. Comparison with the vertically integrated simulations (see last panel in
Figure 2.3) shows that both models predict comparable maximum down-channel velocities,
a comparable reduction towards the edges, and similar lateral interface tilts, indicating that
the bulk dynamics is represented in a similar way. Beyond this, however, the simulations in
Paper 5 revealed a number of characteristic features that only the vertically resolved model
was able to capture. Among them are the evolution of a wedge-shaped interface, the genera-
tion of lateral density gradients in the interior region below the interface, and the interfacial
jet visible in Figure 2.11b. All of these modeled features are in close agreement with the
observations (see Section 2.4), underlining the fact that the two-dimensional formulation of

the problem in (2.2) provides a viable representation of the essential physics.

Motivated by this good agreement between model and data, Umlauf et al. (2010) used their
simulations to investigate the dynamics and consequences of the secondary circulation in
greater detail. To this end, they decomposed the transverse velocity into geostrophically
balanced and frictional components according to (2.19) for a location in the center of the
channel not affected by the lateral buoyancy gradients described above. Below the interface,
the geostrophic and frictional components v, and vy were found to be of opposite sign
but similar magnitude, therefore resulting only in a small net return flow (Figure 2.12).
Approaching the interface from below, the frictional component vy, however, decays more
quickly than v,, and even changes sign due to the increasing effect of the entrainment stress,
such that a transverse circulation to the left (the jet) evolves. This dynamical behavior

corresponds exactly to that anticipated in Section 2.5.1.
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Figure 2.12: Modeled transverse velocity with components v, and vy from the idealized
simulations by Umlauf et al. (2010). Lateral position corresponds to y = 10 km, exactly in
the center of the channel shown in Figure 2.11. the gray-shaded area indicates the strongly

stratified interface region. Figure adapted from Umlauf et al. (2010).
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It is worth noting that similar wedge-shaped interfaces have also been found in observa-
tions of large-scale overflows (Johnson and Sanford, 1992; Mauritzen et al., 2005; Seim and
Fer, 2011), as well as in laboratory investigations of rotating gravity currents (Johnson and
Ohlsen, 1994; Davies et al., 2006; Darelius, 2008), and in numerical investigations (K&ampf,
2000; Ezer, 2006). Seeking for an explanation for the observed structure, previous investi-
gations have either focused on hydraulic mechanisms (e.g., Hogg, 1983), or on the interplay
between bottom and interfacial Ekman layers that was suspected to be responsible for the
transverse circulation patterns observed in some of these flows (Johnson and Sanford, 1992;
Johnson and Ohlsen, 1994; Paka et al., 1998; Ezer, 2006). All these previous studies, how-
ever, have failed to recognize the crucial role of the geostrophically balanced transverse

velocity vg.

Effect of lateral density gradients

An interesting phenomenon found in both observations (Figure 2.7) and model simulations
(Figure 2.11) is the generation of a region with lateral density gradients associated with
the presence of nearly vertical isopycnals in the interior of the gravity current below the
interface. Similar patterns have also been found at other locations along the pathways
of bottom gravity currents in the Baltic Sea, e.g. in the Bornholm Channel (Reissmann
et al., 2009) and in the Stolpe Channel (Zhurbas et al., 2012), as well as in simulations of
these flows with the help of high-resolution numerical models (Burchard et al., 2005, 2009;
Hofmeister et al., 2010). This suggests a rather robust mechanism that warrants further

study.

Already in Paper 1, Arneborg et al. (2007) speculated that the unusual three-layer transverse
circulation (see Figure 2.8b) might be related to the effect of lateral density gradients. The
direction of the near-bottom flow was found to be especially puzzling since, as argued above
in the context of Figure 2.10a, the flow close to the bottom should be aligned with v; and
thus with the Ekman transport, and not opposite to it as observed. From their single-point
measurements in the channel center alone, however, Arneborg et al. (2007) were not able

to establish a connection between lateral density gradients and secondary circulation.

First direct evidence for the existence and potential importance of lateral density gradients
was presented in Paper 2 by Umlauf et al. (2007), revealing the full complexity of the lateral
density and velocity structure displayed in Figure 2.7. One important point emphasized by
these authors was that in rotating flows such lateral density gradients are associated with
a geostrophically balanced shear, commonly referred to as thermal wind shear, that follows
from the z-derivative of (2.3):

Oug _ 106 (2.20)

0z f oy

In the cases considered here, the thermal wind shear below the interface has a tendency to
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reduce down-channel speed towards the bottom in a purely inviscid way. Previous studies
have pointed out that under these conditions “slippery” Ekman layers with vanishing bottom
drag may be induced, obviously with serious consequences for flows that are frictionally
controlled (MacCready and Rhines, 1993; Garrett et al., 1993). Although the strength
of the lateral density gradients was found to be sufficient for the generation of slippery
Ekman layers, direct stress measurements revealed, quite surprisingly, no indications for a
reduction of bottom drag. This result was later confirmed by the model simulations in Paper
5 (Umlauf et al., 2010), which reproduced the generation of lateral buoyancy gradients but

did not show evidence for a reduction of bottom drag either.

Umlauf and Arneborg (2009b) investigated this apparent inconsistency, pointing out that
a major difference between the theory of MacCready and Rhines (1993) and the buoyancy-
driven flows considered here is the presence of an along-flow pressure gradient. Umlauf
and Arneborg (2009b) showed that in this case, instead of reducing the bottom drag, the
flow reacts to lateral density gradients by generating a special type of secondary circula-
tion required to balance the ageostrophic down-channel flow component. This is easiest
understood by considering the cross-channel component of the momentum budget in (2.2),

assuming stationary conditions and ignoring non-linear advection:

1 ory
— =" 2.21
u ug pOf 62 ) ( )

where ug is the geostrophically balanced down-channel speed defined in (2.3). Physically,
(2.21) shows that the ageostrophic down-channel transport is compensated by the down-
channel Ekman transport due to cross-channel stresses. Considering only regions close to
the bottom, where the sign of 7, is determined by the direction of the near-bottom flow, it
is easy to show (Umlauf and Arneborg, 2009b) that for u — u, < 0 the transverse velocity
near the bottom is positive (to the right, looking upstream), while negative near-bottom

speeds are observed for u —ug > 0.

For the standard situation without lateral density gradients, u < ug4 is expected in the
lower part of the gravity current due to the frictional reduction of u towards the bottom
(Figure 2.13a). In this case, a positive transverse near-bottom flow will be observed. In the
presence of lateral buoyancy gradients, however, u, may decrease more rapidly towards the
bottom than u such that a near-bottom layer with v > u, may exist (Figure 2.13b). In this
case, the near-bottom transverse flow reverses sign and becomes negative, which Umlauf
and Arneborg (2009b) showed to explain the puzzling structure of the secondary circulation
observed in Figure 2.8. Further support for this argument came from the idealized numerical
simulations by Umlauf et al. (2010), which were able to reproduce both the evolution of the
lateral density gradient and the appearance of the three-layer structure of the secondary cir-
culation (Figure 2.11b). Analysis of these model results confirmed the physical mechanisms
described above as the reasons for the different structure of the secondary circulation in

regions with and without lateral density gradients, respectively. Concluding, these results



30 Internal structure and dynamics of frictionally controlled gravity currents

-
--------
________
-

.............

<

DL T P —m————

" -._..~~

A -

u,v S 7RY

Figure 2.13: Conceptual picture for the dynamical effect of lateral density gradients: (a)
situation without lateral stratification in the interior, and (b) with lateral stratification.
Gray-shaded areas correspond to the ageostrophic component u —u, with sign as indicated.
Modified figure from Umlauf and Arneborg (2009b).

have shown that a local imbalance in u and u, triggers a secondary flow that provides the

frictional forces required to close the momentum budget.

2.5.3 What we have learned

Figure 2.14 summarizes the main results from the preceeding sections in form of a con-
ceptual picture for the dynamics of shallow, frictionally controlled gravity currents. Key
dynamical component of these flows is an interfacial jet that, at least for the case of weak
entrainment considered here, is geostrophically balanced by the pressure gradient arising
from the down-channel tilt of the interface. Since, in frictionally controlled gravity currents,
this pressure gradient is approximately balanced by the bottom stress, the latter also deter-
mines the strength of the jet. Umlauf and Arneborg (2009b) showed that this link between
the bottom stress and the secondary circulation can be expressed in non-dimensional form
in terms of the Ekman number Ej, which underlines the importance of this parameter for
the parametrization of entrainment in frictionally controlled gravity currents. A connection
between Fj and entrainment had already been deduced empirically from the results of the

one-dimensional numerical model discussed in Paper 1 (Arneborg et al., 2007).

The transport ¢; of interfacial fluid from right to left (looking upstream) leads to a pinching
and spreading of interfacial isopycnals on opposite sides of the channel as illustrated in
Figure 2.14. The compression of the interface on the right hand side makes it more amenable

to shear instability, which led Umlauf and Arneborg (2009b) to speculate that the interfacial
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Figure 2.14: Conceptual sketch of secondary circulation and entrainment in a channelized,

frictionally controlled gravity current. Modified figure from Umlauf and Arneborg (2009b).

transport ¢; may be balanced by increased entrainment in this region. This was explicitly
confirmed by the simulations in Paper 5 (Umlauf et al., 2010), showing that the interface
on the right hand side of the channel is in a state of marginal stability with enhanced
entrainment of fluid from above and below (Figure 2.14). This combination of interfacial
mixing and secondary circulation was shown to result in a rather curious modification of the
entrainment process (Figure 2.15): ambient fluid entrained into the interface on the right
hand side of the channel is fed into the jet, and then transported with the jet to the opposite
side of the channel, where it is finally mixed down into the interior (Umlauf et al., 2010).
This questions the traditional view of entrainment as a strictly one-dimensional process that

can be described by local (in the lateral sense) bulk parameters like the Froude number.

0 0.2 0.4 0.6 0.8 1

5 10 15
y (km)

Figure 2.15: Density structure (thin black lines), and concentration of a passive tracer (a)
at the start of the simulation, and (b) after two intertial periods. The simulation is idential
to that shown in Figure 2.11. Modified figure from Umlauf et al. (2010).
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The interior region below the interface was found to be separated into two dynamically
different regions: an unstratified region on the right hand side of the flow (looking upstream),
and a region with nearly vertical isopycnals on the left, creating a lateral density gradient
(see Figure 2.14). The secondary circulation in the unstratified region was shown to be
weak due to the fact that geostrophically balanced and Ekman-related transverse velocities
nearly cancel (Papers 3 and 4 by Umlauf and Arneborg, 2009a,b). Dynamically more
interesting is the region with lateral density gradients in the interior below the interface.
Previous theoretical work on the dynamics of bottom boundary layer flows along sloping
topography has shown that such lateral stratification may be associated with a reduction
of the bottom drag, generating what has been called “slippery” Ekman layers (MacCready
and Rhines, 1993; Garrett et al., 1993). It is tempting to assume that a similar effect
also occurs in gravity currents with lateral density gradients, and some related speculations
have in fact been made by Paka et al. (1998) for the Stolpe Channel overflow in the Central
Baltic Sea. Surprisingly, however, for the flows considered here, neither observations nor
simulations showed any indications for a modification of the bottom drag in the presence
of lateral density gradients, although the thermal wind shear associated with the latter was
found to be comparable to the total observed vertical shear. Instead of reducing the bottom
drag, frictionally controlled gravity currents were shown to respond to the presence of lateral
density gradients with the generation of a near-bottom reversal of the transverse flow. Near-
bottom velocities oppose the bottom Ekman transport, and adjust exactly such that the
ageostrophic component of the down-channel flow is balanced (Umlauf and Arneborg, 2009b;
Umlauf et al., 2010).

The gravity currents studied in this work are characterized by low Froude numbers, weak
entrainment, confinement by lateral topography, and particularly by their shallowness com-
pared to the thickness of the bottom Ekman layer. Flows of this type have been reported
for numerous locations also beyond the Baltic Sea, most notably in the context of the small-
scale gravity currents transporting dense water down the continental slopes inside narrow
canyons or along submarine ridges (Kampf, 2000; Foldvik et al., 2004; Darelius, 2008). It
is likely that the theoretical framework developed in Papers 1-5 will be of some relevance
also for the interpretation of these ubiquitous flows that are suspected to be essential for

the deep-water formation process in the ocean.

In contrast to these shallow gravity currents, large-scale oceanic overflows often exhibit a
thickness that is comparable to or larger than the Ekman layer thickness, which reduces
the Ekman number and thus the relative importance of frictional effects. This “gray zone”
between frictional and hydraulic theory has received very little attention so far although
it forms an important hybrid case that is perhaps of greatest relevance for real oceanic
overflows. This has also become evident in a recent study by Cuthbertson et al. (2011), who
investigated laboratory-scale gravity currents inside a topographic constriction, showing

a puzzling consistency of their measurements with both hydraulic and frictional theory.
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Similarly, recent investigations of gravity currents in the Stolpe Channel, the largest overflow
site in the Baltic Sea, revealed a behavior that was in perfect agreement with the frictional
theory presented above (e.g., regarding the lateral density structure) — but showed at the
same time memory of upstream potential vorticity that explained the meandering of the
flow (Zhurbas et al., 2012). Analogous findings have been reported for the Faroe Bank
Channel overflow that showed features explainable from rotating hydraulics (Lake et al.,
2005; Darelius et al., 2011), and others, like the secondary circulation, that point towards the
importance of the same frictional effects that have been analyzed in this chapter (Johnson
and Sanford, 1992; Seim and Fer, 2011). Future work will hopefully be able to provide a

sound theory combining these two crucial aspects of rotating bottom gravity currents.
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Chapter 3

Internal structure and dynamics of

sloping boundary layers

3.1 Introduction

In the second part of this work, the focus will be on the dynamics and internal struc-
ture of bottom boundary layers (BBLs) driven by long internal-wave motions in stratified
basins. The discussion will be centered around the processes occurring inside the lowermost,
nearly well-mixed part of the BBL that has been shown to be particularly relevant for net
basin-scale mixing and energy dissipation in small to medium-sized stratified basins such
as lakes and fjords (Wiiest and Lorke, 2003; Wiiest et al., 2000; Goudsmit et al., 1997).
This situation is somewhat different from larger (ocean) basins, where layers with enhanced
turbulence levels, driven by breaking internal waves, have been shown to extend far beyond
the homogeneous near-bottom layer into the stratified interior (Rudnick et al., 2003; Nash
et al., 2007; Kunze et al., 2012). This process is known to be both highly energetic and
efficient, and may therefore overwhelm the contribution of diapycnal mixing in the lower,
weakly stratified part of the BBL. Nevertheless, there is observational evidence that the
creation of gravitationally unstable BBLs described in the following is also relevant in the
ocean, however, with a strong modification due to rotational (Ekman) effects (Moum et al.,
2004).

The investigations discussed in Papers 8-11 were motivated by a new type of boundary
mixing process first identified in a small Swiss lake (Lake Alpnach), in which near-bottom
currents are driven by internal seiching motions (Lorke et al., 2005). These data suggested
that differential advection of isopycnals due to the slope-normal shear modifies the strat-
ification inside the BBL as schematically illustrated in Figure 3.1 for the case without

rotation. During periods of up-slope flow (Figure 3.1a), dense water may be advected on
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top of light water — with immediate consequences for mixing due to the onset of convec-
tion. During periods of down-slope flow, differential advection has a tendency to create
stable stratification inside the BBL (Figure 3.1b), which will impact on turbulence in at
least two competing ways: (a) by reducing both the length scale and the kinetic energy of
turbulent fluctuations, and (b) by increasing the efficiency of mixing. The overall effect on
mixing has been unclear. It is worth noting that this shear-driven periodic generation and
destruction of stratification is qualitatively similar to the process of tidal straining observed
in estuaries and regions of fresh-water influence. In this case, tidal currents drive a lateral
density gradient over flat bottom, which may lead to unstable stratification and convection
during flood, and to the creation of stable stratification during ebb (Simpson et al., 1990;
Burchard et al., 2001). While the interest in tidal straining has been motivated mainly by
its importance for the horizontal residual transports (Jay and Musiak, 1994; Burchard and
Hetland, 2010), shear-induced convection near sloping topography is likely to be relevant in

view of its role for net diapycnal mixing.

Although Lorke et al. (2005) could clearly identify the processes delineated above in their
data, they were not able to find a generally valid relation between the outer parameters of the
problem (slope angle, bottom roughness, ambient stratification, etc.), and the parameters
that quantify boundary mixing (buoyancy flux, dissipation rate, turbulent diffusivity, etc.).
Therefore, no definite conclusions could be drawn about the relevance of their observations
for other locations in the lake, or even for other stratified basins. Moreover, the question
about the contribution of BBL mixing to net basin-scale mixing turned out to be difficult to
answer because the vertical turbulent buoyancy flux, a frequently used indicator for “mixing”
in stably stratified flows, changes sign inside the convective layers, which complicates its

straightforward interpretation.

These questions were addressed in a recent research project aimed at the “Quantification
of Shear-Induced Convection and Bottom-Boundary Mixing in Natural Waters” (ShIC),
funded by the German Research Foundation (DFG). The following summary of the main
results starts with Paper 8 by Lorke et al. (2008) that describes an extensive field program in
a large fresh-water lake, focusing on the direct observation of turbulence parameters in grav-
itationally unstable BBLs. Paper 9 by Umlauf and Burchard (2011) contains a combined
theoretical-numerical study, in which the reasons for and consequences of shear-induced
convection in BBLs are investigated in the framework of an idealized one-dimensional ge-
ometry. Finally, in the two companion papers 10 and 11 (Becherer and Umlauf, 2011; Lorrai
et al., 2011), the full three-dimensional problem is studied with the help of a high-resolution
numerical model of Lake Alpnach. Besides the analysis of the basin-scale internal wave field,
these two papers also contain a direct comparison of modeled and observed BBL properties,

using data from different years and different locations on the slopes of the lake.
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Figure 3.1: Conceptual picture of mixing near sloping topography in the presence of oscil-
latory up- and down-slope flow. (a) Creation of unstable stratification (convection) during
up-slope flow, and (b) stabilization during down-slope flow. Rotation and Ekman effects

are ignored.

3.2 Observations in Lake Constance

To obtain broader observational support for the processes sketched in Figure 3.1, the mea-
surements in Lake Alpnach were extended to a second study site with rather different
characteristics (see Paper 8 by Lorke et al., 2008). Lake Constance, one of the largest and
deepest lakes in Western Europe, consists of an approximately 40 km long and 250 m deep
main basin, to which an elongated approximately 20 km long side basin is attached (Figure
3.2). Typical for this lake is the presence of regular internal seiching motions during the
summer months that exhibit periods of 3-5 days, and dominate the near-bottom currents
throughout the lake (Appt et al., 2004; Lorke et al., 2008). The different geometry and size
compared to Lake Alpnach, and the considerably longer forcing period for the near-bottom
currents, suggested a different parameter range that was assumed to provide a useful test
for the robustness of the BBL mixing processes described above. The study site was located
on the slope of the north-western appendix of Lake Constance that is usually referred to
as Lake Uberlingen (Figure 3.2). This site was chosen primarily due to its location on the
gently sloping end of the channel that is usually affected by strong and regular internal
seiching motions, and because rotational effects were expected to be small due to the small

lateral scales of the appendix. This is different for the main basin of Lake Constance, where
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internal seiching is known to occur in form of a Kelvin-type wave propagating cyclonically
along the shoreline (Appt et al., 2004).

Figure 3.2: Map of Lake Constance with topography at 50 m intervals (maximum depth
is 250 m). Inset map shows Lake Uberlingen with mooring positions indicated. Lake
Constance is located between Germany, Switzerland, and Austria at approximately 47°37'N,
19°22’E. Modified figure from Lorke et al. (2008).

Lorke et al. (2008) discussed data from mooring position M2 (Figure 3.2) during two times
of the seiching cycle with up- and down-slope flow, respectively. Similar to Lake Alpnach,
the BBL was found to become gravitationally unstable inside a near-bottom region of up
to 4 m thickness during up-slope flow, whereas during down-slope flow the BBL remained
stable (Figure 3.3). A more detailed analysis in Paper 8 showed that the reasons for these
effects were perfectly consistent with the schematic picture outlined above, providing further
evidence for the relevance of shear-induced convection in lakes. Measurements using a
Doppler velocimeter (ADV) combined with a fast-response thermistor, both mounted on a
bottom-frame at position M2, showed that the magnitudes of the dissipation rate and the
vertical turbulent buoyancy flux were comparable during the stable and unstable periods.
The buoyancy flux, however, reversed direction during the unstable phases, which provided
the first direct evidence for the presence of turbulent convection. During these periods, the
turbulent diffusivity increased by almost an order of magnitude, and it appeared tempting
to interpret this as an indication for the importance of convection for net vertical mixing.
Surprisingly, however, the results discussed in the following showed that the opposite is the

case.
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Figure 3.3: Near-bottom velocity (blue) and temperature (red) from a thermistors chain and
a current profiler located at position M2 (see Figure 3.2). Observations are shown for two
times during the seiching cycle with up-slope (left) and down-slope velocities, respectively.
Note the unstable stratification during up-slope flow. Modified figure from Lorke et al.
(2008).

3.3 Theory and one-dimensional analysis

3.3.1 Geometry and governing equations

Assuming that stratification outside the BBL is strictly vertical and homogeneous, that
the slope is uniform, and that flow variations in the up-slope direction can be ignored, the
boundary-mixing problem becomes one-dimensional in a tilted coordinate system aligned
with the slope as depicted in Figure 3.4. The price for the attractive simplicity of this one-
dimensional framework is the elimination of some important processes, e.g. internal-wave
motions and the exchange of fluid between the BBL and interior by intrusions. Previous
studies have nevertheless shown that useful conclusions can be drawn from this type of mod-
els regarding the interaction of stratification, secondary circulation, and mixing inside the
BBL (e.g., Phillips, 1970; Thorpe, 1987; Garrett, 1990). The more general three-dimensional

case will be investigated in the summary of Papers 10 and 11 in Section 3.4.

Starting from the one-dimensional geometry shown in Figure 3.4, in Paper 9 Umlauf and
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X
Figure 3.4: Geometry of a BBL on a uniform slope with slope angle a. Thin lines de-
note isopycnals, g is the gravitational acceleration. Note that the geometry becomes one-
dimensional in the tilted coordinate system (z,z). Modified figure from Umlauf and Bur-
chard (2011).

Burchard (2011) considered a Boussinesq fluid periodically moving up and down a uniform

slope with slope angle « in an infinitely deep basin with variable stratification,

o
03

Here, using the notation from Paper 9, Z denotes the vertical coordinate (see Figure 3.4),

N2 (3.1)

and b the buoyancy defined as

b=—g2— 10 (3.2)
Po

where p denotes density, pg a constant reference density, and g the acceleration of gravity.
Outside the BBL, isopycnals are assumed to be perfectly horizontal, and stratification is
constant (N = N4 ). Focusing on boundary mixing in small lakes, Umlauf and Burchard
(2011) ignored Earth’s rotation, pointing out, however, that the theoretical framework is

easily extended to include rotational effects.

In Paper 9, it was shown that under the above assumptions the Boussinesq equations in

tilted coordinates (see Figure 3.4) can be written as:

ou . OUoo 1 0m,

o = (be)sinat 5 -t
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where 7, and G denote the slope-normal turbulent momentum and buoyancy fluxes, respec-
tively (the turbulent fluxes parallel to the slope are ignored). The undisturbed buoyancy
is denoted by by, which may vary due to advection, however, only under the constraint
that N2 = 0b, /0% remains constant everywhere. The first term on the right hand side
of the momentum budget in (3.3) therefore represents the baroclinic pressure gradient set
up by the tilting of isopycnals in the BBL due to mixing and frictional effects (see Figure

3.4). The function us, represents the (prescribed) external pressure forcing, e.g. due to long
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internal waves or basin-scale internal seiches. As the most simple representation of periodic

internal-wave forcing, Umlauf and Burchard (2011) assumed a purely harmonic dependency:
Uoo = Usinwt , (3.4)

where U denotes a constant velocity scale, and w the constant forcing frequency. The
first term on the right hand side of the buoyancy equation in (3.3) represents up-slope
advection of buoyancy, which can be understood from the fact that N2, sin a coincides with
the (constant) up-slope buoyancy gradient 0b/0x (see Paper 9). Finally, no-slip, insulating
boundary conditions are assumed at the slope:
ob
u=0, —=0 for z=0 . 3.5
5 (3.5)
The turbulent slope-normal fluxes appearing in (3.3) are computed from down-gradient

formulations of the form:

Tz _ (Wu'y =-nsS, G= ()= —!N? | (3.6)
Po
where primes denote turbulent fluctuations, and angular brackets the Reynolds average.
S = 0u/dz and N? = 9b/dz are the slope-normal shear and buoyancy gradient, respectively.
Is is worth noting that the latter is different from the vertical buoyancy gradient N2 such that
the terms well-mixed (N? = 0) and unstratified (N? = 0) do not exactly coincide (Umlauf
and Burchard, 2011). For the assumed mild slopes (o < 1), however, this difference only
matters for the precise timing of the onset of convection near the transition from stable to

unstable stratification.

The turbulent diffusivities v; and 1/;’ appearing in (3.6) are derived from the second-moment
turbulence model already outlined in Chapter 2 in the context of (2.6). This model fol-
lows the detailed description in Paper 6 (Umlauf and Burchard, 2005), however, with the
following caveat. The boundary-layer assumption used in the model derivation in Paper 6
explicitly assumes that the turbulent fluxes represented by the model are strictly vertical,
which conflicts with the interpretation of 7,, and G as slope-normal fluxes used here. Um-
lauf and Burchard (2011) pointed out, however, that these differences become negligible for
a < 1, which was always insured for the cases considered in Paper 9. For small slopes, it it
also likely (though it cannot be proven) that the up-slope turbulent fluxes can be ignored,

as assumed in the following (Umlauf and Burchard, 2011).

3.3.2 Analysis of model results

Some results of this model, taken from Paper 9 by Umlauf and Burchard (2011), are dis-
played in Figure 3.5. This figure shows the evolution of velocity, buoyancy, and stratification

over two forcing periods after periodic conditions have been reached. The forcing period
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in (3.4) was chosen as Ty = 27/w = 12.4 hours for this example, which corresponds to
the M tidal period, and is also of the order of typical internal seiching periods in small
to medium-sized lakes. The forcing amplitude was set to U = 0.05 m s~!, and slope angle
and interior stratification were taken to be a = 1072 and N2, = 107° s72, respectively,
corresponding to typical values in marine and limnic environments (Umlauf and Burchard,

2011). A wider parameter space is discussed below.
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Figure 3.5: Evolution of (a) velocity, (b) buoyancy, and (c) absolute value of the square of
the buoyancy frequency over two forcing periods. The dark gray lines denote the upper limit
of the BBL, and the light gray lines include unstable near-bottom regions. The abscissa
corresponds to time after model start from rest. Results shown here correspond to fully
periodic conditions. Modified figure from Umlauf and Burchard (2011)

The velocity in the BBL (Figure 3.5a) is seen to closely follow the periodic forcing, however,
with a reduction and small phase lead towards the bottom, both consistent with the increas-
ing importance of frictional effects. The evolution of buoyancy (Figure 3.5b) is dominated
by the up- and down-slope advection of stratification, which is completely analogous to the
periodic warming and cooling patterns observed on the slopes of the lakes studied in this
project (Lorke et al., 2008; Lorrai et al., 2011). The stratification shown in Figure 3.5¢
illustrates that the BBL is separated from the interior by a permanent pycnocline that is a
direct manifestation of enhanced boundary mixing. Most importantly, however, and analo-
gously to the observations discussed above, stratification inside the BBL periodically varies
between stable and unstable conditions, corresponding to periods with down- and up-slope
flow, respectively. Umlauf and Burchard (2011) derived an evolution equation for N2, and

showed that the physical mechanisms leading to these alternating patterns of stratification
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Figure 3.6: Profiles of velocity and buoyancy for the two times indicated in Figure 3.5.
Modified figure from Umlauf and Burchard (2011).

were exactly those outlined above in the context of Figure 3.1. Two profiles of velocity and
buoyancy, approximately corresponding to the times of strongest stable and unstable strat-
ification, respectively, are shown in Figure 3.6. Comparison with the measurements in Lake
Constance in Figure 3.3 reveals a strong qualitative similarity, noting that temperature and
buoyancy anomalies are related in an approximately linear way. From these results, Umlauf
and Burchard (2011) concluded that their simple one-dimensional model reproduces the

basic mechanisms of shear-induced stabilization and destabilization of the BBL.

The impact on turbulence of the transition from stable to unstable conditions is imme-
diately evident from the turbulent buoyancy flux shown in Figure 3.7a: while in stable
regions the buoyancy flux is downward, in unstable regions it reverses sign, indicating the
onset of convection. Umlauf and Burchard (2011) pointed out that this effect questions the
usual approach for the quantification of boundary mixing, in which an “effective” diffusiv-
ity is computed by horizontally averaging the vertical buoyancy flux across the BBL, and
dividing the result by some representative interior value for N2 (in this case N2). In the
presence of convection, however, where the buoyancy flux changes sign, this method results
in negative effective diffusivities that have no physical interpretation. Moreover, Umlauf
and Burchard (2011) showed that the secondary circulation inside the BBL leads to a net
advective contribution to the total vertical buoyancy flux that has a tendency to re-stratify
the BBL. This advective counter-gradient flux partly compensates the turbulent buoyancy

flux, thus reducing the effective diffusivity.

For the simple geometry considered here, Umlauf and Burchard (2011) derived an exact

equation for the total (i.e. advective plus turbulent) irreversible buoyancy flux, and showed
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it to be proportional to the time-average of the integrated mixing rate,

° oy oy
_ _ b
Xy = /O xpdz, xp=2v <8w¢ axi> (3.7)

where 1 is the molecular diffusivity of buoyancy (corresponding to that of either heat or
salt). xp is recognized as the small-scale destruction of buoyancy variance due to molecular
mixing, which is one of the key parameters in stratified turbulence (Tennekes and Lumley,
1972). The relation found by Umlauf and Burchard (2011) therefore links small-scale mixing
to large-scale changes in background potential energy via the net irreversible buoyancy flux.
The mixing rate defined in (3.7) is accessible to both turbulence modeling and turbulence

microstructure observations.
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Figure 3.7: As in Figure 3.5 but now for (a) the turbulent buoyancy flux, (b) the rate of
dissipation, and (c) the molecular destruction of buoyancy variance. Modified figure from
Umlauf and Burchard (2011).

Comparing the evolution of the dissipation rate e (Figure 3.7b) with that of the mixing rate
X» (Figure 3.7c) reveals rather different patterns. While the periodic variations of € appear
to be only weakly affected by the alternating patterns of stable and unstable stratification,
the behavior of the mixing rate y; exhibits a strong asymmetry. Mixing is seen to be
largely confined to periods of down-slope flow, where shear creates stable stratification that
allows for an efficient conversion of turbulent kinetic to potential energy. This is contrasted
by the behavior of the gravitationally unstable layers, which are characterized by high
energy dissipation but weak mixing. A more detailed analysis in Paper 9 showed that
the contribution of mixing in these regions is negligible. These results clearly demonstrate

that the standard approach of relating the local buoyancy flux to the dissipation rate via
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a constant mixing efficiency (Osborn, 1980) is not a good choice for the interpretation of

boundary-layer mixing data.

3.3.3 Non-dimensional description

To generalize these results for a larger parameter space, Umlauf and Burchard (2011) derived
non-dimensional expressions for the momentum and buoyancy equations in (3.3), as well as
for the corresponding boundary conditions and the transport equations in the turbulence
model described in Paper 6 (Umlauf and Burchard, 2005). In spite of the complexity of
this coupled problem, the solution could be shown to depend only on the following three
non-dimensional parameters: the slope angle a, the non-dimensional forcing frequency €2 =
w/Ns, and a “roughness number” defined as R = 29N /U, where zy denotes the bottom
roughness introduced by the boundary conditions. The physically interesting range spanned
by these three parameters was explored with the help of the numerical model described
above. As one important qualitative result, Umlauf and Burchard (2011) pointed out that
“in all our simulations we observed periods with unstable boundary layers, suggesting that
this phenomenon is an intrinsic component of the BBL dynamics, at least in the non-rotating
case”. This finding is consistent with the three-dimensional simulations described below, and

illustrates the ubiquitous nature of shear-induced convection in non-rotating BBLs.

-1

10° 10° 10°

Figure 3.8: (a) Total mixing efficiency I', and (b) non-dimensional vertical buoyancy flux
(Q;) as functions of the slope angle . Results are shown for = 4.5 x 1072 and R =
6.3 x 107 (dashed line), both corresponding to the example shown in Figure 3.5. Also
shown are cases with larger (R = 6.3 x 107, solid line) and smaller (R = 6.3 x 1076,
dotted line) roughness numbers. Regions in the vicinity of the critical slope o, are blanked.
Modified figure from Umlauf and Burchard (2011).

In Paper 9, it was also shown that the relevant parameter for the quantification of the net
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effect of boundary mixing is the total vertical buoyancy flux (Q;), corresponding to the
sum of the turbulent and advective fluxes, averaged over one forcing period, and integrated
horizontally across the BBL. This crucial parameter, quantifying the total irreversible change
of potential energy due to mixing, was made dimensionless with the help of the forcing
speed U, resulting in (Q}) = (Qp)U~3. Dividing this quantity by the dissipation rate,
averaged and integrated in the same way, yields the total efficiency I' of boundary mixing.
Umlauf and Burchard (2011) argued that for periodic conditions, (Q;) and I', as well as
any other non-dimensional bulk variable, can only be functions of the non-dimensional
parameters «, R, and () identified above. These functional dependencies for the physically
interesting range of o and R are shown in Figure 3.8, where 2 is kept fixed at the value
corresponding to the example discussed above (see Figure 3.5). Note that for the critical
angle o, = Ny sina, that happens to coincide with the angle for critical reflection of
internal waves, the boundary layer shows resonance with the imposed forcing (Umlauf and
Burchard, 2011). These regions are blanked in Figure 3.8 because the physical significance
of the solutions becomes questionable in the vicinity of o, due to the geometric limitations
of the model.

The mixing efficiency (Figure 3.8a) is seen to strongly increase with increasing slope angle,
reaching values of a few percent for slopes steeper than o = 1072, Umlauf and Burchard
(2011) showed that this behavior can be explained by a stronger tendency for BBL re-
stratification on steeper slopes. Overall, mixing efficiencies are considerably smaller than
the canonical value of I' = 0.2, leading to the conclusion that boundary mixing, as rep-
resented by the simple model discussed here, is a rather inefficient process. Umlauf and
Burchard (2011) noted, however, that in their one-dimensional simulations, no exchange
of fluid between the BBL and the interior via intrusions is permitted, which eliminates
one important process for boundary-layer restratification that is likely to be associated also
with an increase in the mixing efficiency (Armi, 1978, 1979). This is confirmed by the
three-dimensional simulations discussed in Section 3.4 below that show substantially higher

mixing efficiencies.

One interesting result pointed out in Paper 9 is the fact that the non-dimensional buoyancy
flux shown in Figure 3.8b varies only by a factor 2-3 over a range of two orders of magni-
tude for the slope angle. Greater roughness (i.e., increasing R) is seen to lead to stronger
buoyancy fluxes (Figure 3.8b), and higher mixing efficiencies (Figure 3.8a), with an over-
all effect on mixing that is, however, substantially smaller than that due to variations in
bottom slope. The overall conclusion from this is that, to first order, the non-dimensional
integrated buoyancy flux can be assumed to be constant with (Q}) ~ 1073. This important
result suggests that the net irreversible vertical buoyancy flux, horizontally integrated over
the BBL, scales as U3.
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3.4 Three-dimensional analysis

Paper 10 (Becherer and Umlauf, 2011) and Paper 11 (Lorrai et al., 2011) describe the
extension of these idealized, one-dimensional investigations to a three-dimensional natural
system. Study area for this part of the project was Lake Alpnach (Switzerland), a small
alpine lake that has been focus of numerous previous studies of seiching-induced boundary
mixing (e.g., Goudsmit et al., 1997; Gloor et al., 2000; Lorke et al., 2002). Lake Alpnach
(Figure 3.9) is an approximately 4-5 km long, elongated basin, located in a narrow alpine
valley that is meteorologically characterized by diurnal thermal winds blowing along the
major axis of the lake during the summer months. Previous studies (Miinnich et al., 1992)
have demonstrated that these periodic winds resonantly excite vertical mode-2 internal
seiches with 24-hour period that provide the main energy source for boundary mixing. Based
on data from Lake Alpnach, Lorke et al. (2005) reported first evidence for the generation
of shear-induced convection in the BBL of a lake, which has motivated much of the work

discussed in this chapter.
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Figure 3.9: Topography of Lake Alpnach. The dash-dotted line denotes the position of the
transect shown in Figure 3.10. Markers correspond to locations discussed in Paper 10 by
Umlauf and Burchard (2011).

In Paper 10, Becherer and Umlauf (2011) used a high-resolution three-dimensional numerical
model, based on the hydrostatic Boussinesq equations, in order to study these boundary mix-
ing processes in greater detail. The model employs terrain following coordinates, allowing to
resolve the complete range of relevant scales from the small-scale vertical structure of shear
and stratification inside the BBL up to the largest scales associated with the basin-scale in-
ternal seiching motions. The effect of unresolved turbulent motions was parametrized with
the help of the turbulence model described in Paper 6 (Umlauf and Burchard, 2005), which
is identical to that used for the gravity current studies in Chapter 2 and the one-dimensional

BBL simulations in Section 3.3 above. A detailed model description and numerical imple-
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mentation details are given in Paper 10, and in the model documentation by Burchard and

Bolding (2002, also see http://www.getm.eu).

3.4.1 Boundary-layer dynamics

In their idealized simulations, aimed at understanding the mechanisms and spatial distri-
bution of boundary mixing in the presence of three-dimensional topography, Becherer and
Umlauf (2011) assumed a sinusoidal wind forcing with a period of Ty = 24 hours as the most
simple representation of the thermally-forced diurnal wind field over the lake. The wind
stress was assumed to be spatially homogeneous, pointing along the major axis of the lake,
and all other atmospheric fluxes were ignored (which is justified by the short simulation
period and the interest in deep-water processes only). The velocity and density structure
from these simulations is shown in Figure 3.10. Approximately two days after the onset of
the periodic wind forcing, the water column in the central part of the lake is seen to be
dominated by motions with diurnal frequency that Becherer and Umlauf (2011) identified
as the resonantly excited vertical mode-2 internal seiches, in close agreement with previous
observations (Miinnich et al., 1992; Lorke et al., 2005). The structure of these standing
internal waves in a transect along the major axis of the lake is shown Figure 3.10b-e for
different times during one seiching cycle. The lateral velocity structure and the character-
istic isotherm compression and expansion patterns at opposing ends of the lake were found
to be consistent with horizontal mode-1 motions (Miinnich et al., 1992). Becherer and Um-
lauf (2011) showed that the velocities associated with these internal motions dominate the
near-bottom shear, suggesting them as the main driving factor for boundary mixing. Dif-
ferent from previous studies that have ignored the effect of rotation on internal seiching in
Lake Alpnach, Becherer and Umlauf (2011) found that vertical mode-2 motions exhibit the
characteristics of a Kelvin-type wave propagating cyclonically around the perimeter of the
basin with slightly decreasing signal strength towards the center. Nevertheless, the periodic
near-bottom currents induced by these seiching motions on the two main slopes of the lake
(positions S1 and S3 in Figure 3.9) were found to be largely cross-isobath, such that the

basic mechanisms sketched in Figure 3.1 still applied.

Taking position S3 as an example, Becherer and Umlauf (2011) showed that the BBL does
indeed become gravitationally unstable during periods of up-slope flow. Completely analo-
gous to the one-dimensional simulations discussed in Section 3.3, a reversal of the turbulent
buoyancy flux is observed that indicates the onset of convection. In spite of large diffu-
sivities during these convective periods, the mixing rate defined in (3.7) was found to be
negligible due to the vanishingly small temperature gradients in the convective regions. As
in the one-dimensional simulations discussed above, overall BBL mixing at position S3 was
found to occur during periods of down-slope flow. The most significant difference compared

to the one-dimensional case was related to the cross-slope advection of stratification, and
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Figure 3.10: (a) Modeled isotherms (black contours, in °C), and along-basin velocities in
Lake Alpnach for the case of sinusoidal diurnal wind forcing (results are shown for position
C marked in Figure 3.9). Panels (b-e) show transects along the major axis of the lake (see
Figure 3.9) at different times separated by Tr/4, as indicated by the vertical dashed lines in
panel (a). Time is given in hours after the onset of the idealized wind forcing. The model
was initialized with zero velocities and a measured temperature profile, assuming horizontal

homogeneity. Modified figure from Becherer and Umlauf (2011).

the possibility of exchange of fluid between the BBL and the quiescent interior (Becherer
and Umlauf, 2011).

The relevance of these findings for the whole basin becomes evident from Figure 3.11a,c,
showing the spatial distribution of the gravitationally unstable near-bottom layers during
two periods with maximum near-bottom seiching speeds. This figure reveals that during
periods of up-slope flow on one of the two main slopes, respectively, shear-induced convection
is observed over nearly the entire slope region below the thermocline, whereas the BBL
on the opposing slope remains gravitationally stable (Becherer and Umlauf, 2011). The
thickness h of the unstable near-bottom layer may reach up to 3 m at the lower part of
the slope, which was found to be in excellent agreement with the measurements by Lorke
et al. (2005). The spatial distribution of the mixing rate X3 defined in (3.7) illustrates that

most of the mixing is associated with the stably stratified BBLs over bottom areas with
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down-slope flow, whereas the contribution of the convective regions is negligible (Figure
3.11b,d). This generalizes the results from station S3 for the whole deep-water region of the
lake, leading to the important conclusions that shear-induced convection is the rule rather
than the exception in this lake, and possibly also in others with similar geometry and forcing

conditions.

log, (X [K*s™")

Figure 3.11: Snapshots of model results for (a,c) thickness of the near-bottom convective
layer, and (b,d) mixing rate defined in (3.7). Average velocities in the BBL are indicated by
arrows. Upper and lower rows correspond to the times of maximum seiching speeds along
the main axis of the lake (Figure 3.10b,d show the corresponding velocity fields). Modified
figure from Becherer and Umlauf (2011).

In Paper 11 by Lorrai et al. (2011), these results were extended towards cases with realistic
atmospheric forcing, and compared to high-resolution velocity and stratification measure-
ments inside the BBL: for the year 2007 at position S1 on the south-western slope, and for
2003 at position S2 at the foot of the slope (Figure 3.9). The slope measurements from
2007 were complemented by long-term current measurements in the center of the lake at
position C that provided information about the vertical structure of the internal seiching
motions. From a decomposition of the latter into long internal-wave modes, Lorrai et al.
(2011) showed that for typical summer conditions, the dominant mode was a mixed vertical
mode-2/mode-3 internal seiche with diurnal period. Comparison of model simulations and
observations at positions S1 (2007) and S2 (2003) showed that both the basin-scale internal-
wave field and the local response of the BBL were well represented by the model. In spite
of different forcing conditions in 2003 and 2007, different stratification, and different slope
angles at positions S1 and S2, gravitationally unstable BBLs could be identified in both
data sets, and were reproduced with good accuracy by the model. This provided further

support for the ubiquitous nature of shear-induced convection.
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It has, however, also become clear from these simulations that the complex structure of
shear and stratification inside the BBL requires an excessively small vertical grid spacing
in the near-bottom region (of the order 0.1 m in the case of Lake Alpnach) that could only
be achieved with the special zoomed and topography-following grid used in this study. As
briefly discussed in Paper 10, the combination of steep slopes and high vertical resolution
makes such simulations prone to so-called pressure-gradient errors that form a well-known
problem in numerical models with topography-following grids (e.g., Mellor et al., 1993).
In our applications, these problems could be overcome with advanced numerical schemes
(Shchepetkin and McWilliams, 2003) and high horizontal resolution, both, however, associ-
ated with high computational costs. Due to the complexity of the boundary mixing processes
studied here, and in view of their overwhelming importance for basin-scale mixing, there
appears to be no viable alternative to this kind of numerically expensive simulations. Fu-
ture limnological applications with the model used here may profit from the availability of
vertically adaptive grids that have recently been developed (Hofmeister et al., 2010), and

successfully applied to the gravity current studies described in Section 2.5.2 above.

3.4.2 Quantification of basin-scale mixing

In order to quantify the basin-scale effect of boundary mixing in terms of an effective
diffusivity veg, the traditional approach is based on the computation of the net vertical
buoyancy flux, defined as the horizontal integral of the local vertical buoyancy flux, — N2,
where v} is the local vertical diffusivity predicted by the turbulence model. The result
is then identified with the apparent basin-scale flux, —veg N2 A, where A(z) denotes the
hypsographic area, and Ny (z) some representative value for the internal stratification.
This yields an expression of the form
2

Veri(2) = %/Aufjj—go dAa, (3.8)
where integration is over the horizontal area of the basin at depth z (e.g., Garrett, 1990).
However, as pointed out by Becherer and Umlauf (2011), this approach is not generally
applicable. Taking shear-induced convection as an example, this is easily seen from the fact
that unstable areas (N2 < 0) result in negative contributions to the integral in (3.8), which
is physically meaningless, and may even lead to a negative veg. This is completely analogous
to the one-dimensional case discussed in Section 3.3, where the mixing rate defined in (3.7),
rather than the turbulent vertical buoyancy flux, was shown to be the appropriate parameter

for the quantification of net mixing.

For the three-dimensional case, Becherer and Umlauf (2011) derived a generally valid expres-
sion for the effective diffusivity based on the approach suggested by Winters and D’Asaro
(1996). Their method relies on a vertical sorting algorithm, in which fluid particles are

assigned a new vertical position z, such that the sorted temperature field T'(z,t) becomes
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a monotonically increasing function of z,. Winters and D’Asaro (1996) pointed out that the
distribution of T'(z,t) is not affected by reversible motions like internal seiches, making it
an ideal indicator for mixing. Becherer and Umlauf (2011) extended this method to their
Reynolds-averaged framework, in which turbulent motions are parametrized, rather than
explicitly resolved as in the original approach by Winters and D’Asaro (1996). They showed
that for their simulations, where lateral turbulent fluxes are ignored, the expression for the

effective diffusivity is of the form:

1 NZ\?
Veff(z*) = g/syth <N—2> ds, (39)

where, different from (3.8), integration is over isothermal (or isopycnal) surfaces, and N
corresponds to the stratification in the sorted state. Note that the local stratification now

appears in squared form, which avoids unphysical negative contributions to the integral.
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Figure 3.12: Time series of model results with realistic atmospheric forcing: (a) wind stress,
(b) deep-water dissipation rate, (c) deep-water mixing efficiency, and (d) effective diffusivity
at 25 m depth. The averages in (b) and (c) have been computed for the deep-water volume
of the lake below 15 m depth (maximum water depth is about 34 m). Modified figure from
Lorrai et al. (2011).

An application of this method for the quantification of net deep-water mixing in Lake
Alpnach is illustrated in Figure 3.12, taken from Paper 11 by Lorrai et al. (2011). This

figure shows the temporal evolution of a number of simulated deep-water mixing parameters
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for a two-week period centered around the field campaign in 2007. The wind stress along
the major axis of the lake is seen to be characterized by the diurnal thermal wind field
mentioned above, super-imposed by a slower (meso-scale) modulation that leads to nearly
collapsing wind speeds around day 238. The diurnal periodicity in the wind speed results in
semi-diurnal fluctuations in the average deep-water dissipation rate, which simply mirrors
maxima in the near-bottom velocities that appear twice per seiching cycle (Figure 3.12b).
Lorrai et al. (2011) showed that the deep-water energy dissipation (and all other turbulence
parameters) are dominated by the contribution of the turbulent BBL, which underlines the
overwhelming importance of boundary turbulence for overall basin-scale mixing and energy

dissipation.

The mixing efficiency (Figure 3.12c) is seen to be exactly anti-correlated with the semi-
diurnal variability in the dissipation rate, suggesting that energetic turbulence is generally
associated with smaller mixing efficiencies. Lorrai et al. (2011) pointed out that this anti-
correlation is also evident on longer time scales: during the collapse of the surface wind
stress around day 238, dissipation rates quickly decay, whereas mixing efficiencies increase
to values of up to 15 percent (Figure 3.12c). Comparison with the one-dimensional case in
Figure 3.8a illustrates that the three-dimensional simulations generally exhibit much higher
mixing efficiencies. This points towards the importance of BBL restratification by exchange
of fluid with the interior, which is not taken into account in the one-dimensional model. The
overall effect of boundary mixing, expressed in terms of an effective basin-scale diffusivity
according to (3.9), is shown in Figure 3.12c. For an intermediate depth level inside the lower
layer (z = —25 m), Veg is seen to exhibit a variability between less than 1076 m? s=! during
low winds and up to 107® m? s~! during the periods with regular wind forcing, which Lorrai

et al. (2011) showed to be in excellent agreement with available observations.

3.5 What we have learned

This study has shown that a seemingly exotic phenomenon — the shear-induced generation
of gravitationally unstable BBLs during up-slope flow — turned out to be a ubiquitous fea-
ture that could be identified at all locations in the investigated lakes, as well as in numerical
models of different complexity, covering a rather wide range of physical parameters. Quite
surprisingly, however, in spite of the additional input of turbulent kinetic energy due to
convection, the contribution of the unstable BBLs to net diapycnal mixing was found to
be negligible, mainly due to the fact that convective layers are already well-mixed. During
down-slope slope, when the vertical shear in the BBL is favorable for the generation of sta-
ble stratification, the picture is entirely different: the combination of energetic near-bottom
turbulence and shear-induced stable stratification could be shown to result in particularly

strong and efficient mixing. Overall, this effect was shown to provide the largest contribu-
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tion to net basin-scale mixing, at least for the lakes and parameter range studied in this

work.

The rate of mixing of small-scale buoyancy fluctuations defined in (3.7), rather than the
commonly used turbulent buoyancy flux, was identified as the key parameter for the quan-
tification of mixing, valid for both unstable and stable stratification. Using this measure for
mixing, idealized one-dimensional simulations have shown that the slope angle has the most
pronounced effect on the overall efficiency of boundary mixing, where steeper slopes show
a stronger tendency for BBL restratification and thus yield higher efficiencies. Even for the
steepest slopes, however, maximum efficiencies did not exceed a few percent in these one-
dimensional simulations. Three-dimensional simulations of boundary mixing in a realistic
environment were found to result in much higher mixing efficiencies (between 5 and 15 per-
cent), suggesting that the exchange of fluid between BBL and interior, for geometric reasons
not permitted in the one-dimensional simulations, forms a crucial additional mechanism for
BBL restratification in lakes, and perhaps also in the ocean (see the historic discussion by
Armi, 1978; Garrett, 1979; Armi, 1979). From an oceanographic point of view, this analysis
is incomplete as some important effects, above all those related to rotation (see, e.g., Mac-
Cready and Rhines, 1993; Moum et al., 2004), have not been considered in sufficient detail.

Work is in progress that takes these effects into account.
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List of papers included in this work

In the following, a brief compilation of the 11 papers constituting this thesis is provided.

According to section 5 (paragraph 5) of the Habiltation Regulations of the Faculty of Math-

ematics and Natural Sciences at the University of Rostock, the contribution of the author

has been explicitly indicated.

. Paper 1 by Arneborg et al. (2007) contains a combined model-data study of the dy-
namics of dense bottom currents in the Western Baltic Sea. My contribution concerned
the modeling part of this paper, including model set-up, simulations, analysis of model

results, and text writing.

. In Paper 2 by Umlauf et al. (2007), a new gravity-current data set was discussed,
extending the local measurements in Paper 1 to full transects across the flow, including
mixing parameters. Apart from many useful suggestions and remarks from my co-

authors, I was responsible for most of the analysis and text writing.

. In Paper 3 by Umlauf and Arneborg (2009a), an in-depth description of the full
gravity-current data set from 2005 was presented, extending the preliminary discussion
in Paper 2. Text writing, data analysis, and figure design have been performed largely
by myself. Besides many suggestions and corrections, my coauthor contributed the

analysis and discussion of the accoustic bottom stress estimates.

. In Paper 4 by Umlauf and Arneborg (2009b), the local theory developed in Paper 1
was extended to include the full cross-channel dynamics. The theoretical work was
developed together with my co-author, who also provided some of the figures and
many useful comments and suggestions. Most of the text writing and data analysis,

however, was contributed from my side.

. Paper 5 by Umlauf et al. (2010) contains a two-dimensional numerical study of the

cross-channel dynamics along the lines of Paper 4. My co-authors mainly contributed



o6

List of papers included in this work

10.

11.

with the initial model set-up and assistance with the newly developed adaptive coor-
dinate system by Hofmeister et al. (2010). My responsibility for this work concerned

most of the text writing, theory, and data analysis.

. Paper 6 by Umlauf and Burchard (2005) contains a state-of-the-art review of second-

moment turbulence models used in marine applications, including a detailed descrip-
tion of the models used in the central Chapters 2 and 3 of this thesis. The majority
of the theoretical analysis and text writing was performed by myself, although with
substantial contributions from my coauthor, who was also responsible for the larger

part of the model simulations.

Paper 7 by Umlauf (2009) compares the performance of the second-order turbulence
models discussed in Paper 6 to some flows of special interest in large-scale ocean
modeling. Special focus of this paper were the mixing properties of these models in
regions with vanishing vertical current shear, as they appear at the velocity maximum
of some relevant flows like the equatorial undercurrent and in many bottom gravity

currents.

. Paper 8 by Lorke et al. (2008) contains the first contribution to the boundary-mixing

part in this thesis, presenting evidence for the occurence of shear-induced convection
in the bottom boundary layer of a large lake (Lake Constance). I contributed with the

analysis of mixing data and text writing for the corresponding sections in this short

paper.

. Paper 9 by Umlauf and Burchard (2011) is a theoretical modeling study of the effect of

slope-normal shear on stratification and mixing in oscillating bottom boundary layers
on sloping topography. Theory, numerical simulations, their analysis, and the text
writing were largely performed by myself. This paper was motivated by a suggestion
of my co-author, who also provided numerous remarks and corrections during the

evolution of the manuscript.

In Paper 10 by Becherer and Umlauf (2011), the one-dimensional and highly idealized
simulations in Paper 9 were extended to a realistic three-dimensional system (Lake
Alpnach, Switzerland). The modeling work was performed by the first author, Jo-
hannes Becherer, who was a master student in this project supervised by me. My
contribution to this paper was the basic research idea, most of the text writing, and

strong guidance regarding the analysis of the model data.

Paper 11 by Lorrai et al. (2011) is the companion paper to Becherer and Umlauf
(2011), containing the observational component of the project, as well as a comparison
to a realistic three-dimensional model. In this paper, I contributed with the modal

analysis of the observed internal seiching motions, the coordination of the modeling
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work (again conducted by the master student Johannes Becherer), and more than 50

percent of the text writing.
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