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tude smaller than in the adjacent hypolimnion. Practically, the turbulent boundary layer

is well-mixed and not stratified by temperature. Also excluded can be a chemical strat-

ification. In fact, Wüest and Gloor [298] took Lake Alpnach as an explicit example

for a lake in which the stratification by dissolved solids, important in the main basin of

Lake Lucerne, can be neglected. A density stratification caused by resuspended particles,

as described for the same lake by Gloor et al. [91], is unlikely since resuspension

is reported only for burst-like events during which the current speed exceeded 7cm/s, a

value not recorded in the measuring period.

Figure 4.11: Typical temperature profile for the measuring period. At the bottom a
well-mixed layer of approximately 3m height can be recognized.

If the velocity profiles are averaged to filter out their fluctuating parts, mean profiles

as illustrated in Fig. 4.12 are obtained. It turns out that during periods of maximum

current speed an almost perfect logarithmic curve fit to the velocity profiles is possible

(right profile in Fig. 4.12). Even though tempting, it is very questionable to imply that

these profiles coincide with the logarithmic velocity profiles of the “clean” and steady-

state law-of-the-wall obtained in standard laboratory setups. The arguments of several

authors cited in the introduction to this section, and the reasoning used in this work

below, demonstrate that a logarithmic function has powerful interpolating properties,

but is probably not always an indicator for the existence of the law-of-the-wall. Another

interesting feature exhibited by the velocity profile on the right panel of Fig. 4.12 is

the maximum of the current speed at a height of approximately 3.5m. It will be shown

below, that it can be explained by considering a small phase-lag of the velocity at different

heights.

Logarithmic interpolations like that in Fig. 4.12 can be found by simply adjusting a

logarithmic function with the two fit parameters “friction velocity”, u∗, and “roughness
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Figure 4.12: Typical time averaged velocity profiles at flow reversal (left) and at max-
imum current speed. Note the maximum in the velocity profile at a height of approxi-
mately 3.5m. Also included is a logarithmic curve fit to the right profile. (Courtesy of
A. Lorke)

height”, z0, to the measured velocity profiles. The results for a number of measured

profiles are displayed in Fig. 4.13. Comparing the left panel of this figure to the velocity

time series in Fig. 4.10, a clear correlation with u∗ can be recognized: At periods of high

current speed also the friction velocity is high. The quantitative agreement, however, is

less satisfactory: A simple friction law of the form u2∗ = c1m u
2
1m yields a maximum current

speed of approximately u1m = 0.09 m/s one meter above the sediment, if u∗ is taken from

Fig. 4.13 and a drag coefficient c1m = 1.6 · 10−3, suggested by Wüest and Gloor

[298] for this lake, is used. It can be seen from Fig. 4.10 and Fig. 4.12 that the value

of u1m is at least twice too large. The picture is even less consistent for the roughness

Figure 4.13: Friction velocity, u∗ (left panel), and bottom roughness length, z0 (right
panel), obtained by a number of logarithmic curve fits as that in Fig. 4.12. The von
Kármán constant was assigned a value of κ = 0.4.
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length, shown on the right panel of Fig. 4.13. The values for z0 are scattered over one

order of magnitude. Using the relation (A.15), values computed for the sand roughness,

ks, correspond to roughness elements of tens of centimetres diameter. This is one or two

orders of magnitude too high, if compared to values reasonable for the sediment structure

of this lake (A. Lorke, pers. comm.). On the other hand, if a viscous sub-layer is assumed

at the lake bottom, (A.11) implies that the “roughness length” z0 varies as u−1
∗ . Clearly,

such a systematic dependence is not corroborated by the data displayed in Fig. 4.13.

A second method of estimating values of the friction velocity is based on measurements

of the rate of dissipation, ε. If this quantity is known, the friction velocity can be inferred

from the logarithmic boundary layer relation (see Appendix (A.1))

ε =
u3∗

κ(z + z0)
. (4.9)

Even though this method also relies on the existence of a logarithmic region in the law-

of-the-wall, errors obtained in u∗ will be much smaller, simply because of the fact that

u∗ is computed as the cubic root of an expression according to (4.9). On the other hand,

if the rate of dissipation is obtained from u∗ (estimated from a logarithmic fit of the

velocity profile), errors in u∗ will be amplified by the third power of u∗ in (4.9). If u∗
is overestimated by a factor of 2 or more (see above), the computed ε will be almost an

order of magnitude too high.

The second method was used more than a decade ago by Dewey and Crawford [63]

for the determination of the friction velocity on the continental shelf near Vancouver

Island. They pointed out that bottom stress estimates obtained with the dissipation

method were consistently 4.5 times smaller than those obtained from logarithmic curve

fits. This picture is consistent with the preliminary lake data of the EAWAG. Fig. 4.14

clearly demonstrates that dissipation rates from the law-of-the-wall fit are at least one

order of magnitude larger than those obtained from microstructure profiles.

Interestingly, Fig. 4.14 also indicates a phase shift of about 2 hours between the rate

of dissipation directly measured and obtained from a law-of-the-wall fit (compare the

data between 20.00h and 22.00h). However, the data are a bit scattered and an entirely

conclusive decision has to await the complete evaluation of all microstructure profiles.
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Figure 4.14: Dissipation rates estimated from fits of the logarithmic velocity profiles
and from microstructure measurements in the bottom boundary layer at 1m height
above the sediment. Courtesy of A. Lorke

4.2.2 The Model

The seiche-induced bottom boundary layer will be modelled as an oscillating, horizon-

tal, non-rotating boundary layer. With these simplifications the one-dimensional models

developed in Chapters 1 and 2 can be applied. The driving force is an oscillating pressure-

gradient, imposed by the outer flow, of the form

1

ρ0

∂p

∂x
= −P cos (ωt+ ϕ0) for t ≥ 0 , ω =

2π

T
, (4.10)

where T is the seiche period, P the amplitude of the pressure-gradient, and ϕ0 a phase-

shift. If the x-axis is aligned with the mean flow direction, (2.37) can be re-written for

the oscillating boundary layer as

∂u

∂t
= P cos (ωt+ ϕ0)− ∂〈u′w′〉

∂z
. (4.11)
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If the vertical momentum flux contribution is negligible, this equation integrates to

u =
P

ω
sin

2πt

T
, (4.12)

where the phase-shift ϕ0 = 0 has been chosen to correspond to the initial condition u = 0

at t = 0.

In the general case, when the turbulent momentum flux is retained, both, u and 〈u′w′〉
will be periodic functions of time after the initial disturbances have died away. However,

due to the non-linearity of the turbulence models it cannot be expected in general that

the simple trigonometric form of the forcing (4.10) will be preserved in u and 〈u′w′〉.
Nevertheless, the following useful result can be obtained, if it is assumed that 〈u′w′〉 is

approximately trigonometric: Then, setting

∂〈u′w′〉
∂z

= F (z) sin (ωt+ ϕ1 (z)) , (4.13)

where ϕ1(z) �= ϕ0 is a phase-shift determined by the turbulence model, it can be shown

by using some well-known trigonometric relations that the velocity is of the form

u(z) = U(z) sin (ωt+ ϕ2 (z)) , (4.14)

where both, amplitude U and phase-shift ϕ2(z) are functions of the parameters P/ω, F/ω,

and ϕ1. To make the point, changes in the amplitude of the friction terms will not only

influence the amplitude of the velocity, but also its phase. It will be shown below, that

this result also holds, if u and 〈u′w′〉 are not strictly trigonometric functions.

This section is structured as follows: After a first part, in which an appropriate value of the

roughness length, z0, is determined and results from the k-ω model and the k-ε model are

compared, properties of the unstratified bottom boundary layer are investigated. Then,

the influence of stratification is discussed. The height of the well mixed bottom layer

for different stratifications will be compared to the measurements in Lake Alpnach. It

will be demonstrated that stratification has only a relatively small influence on turbulent

quantities, once a well mixed bottom boundary layer has been eroded. This implies that

most of the results for the unstratified case also apply to (initially) stratified boundary

layers. It will be demonstrated that the measured and computed dissipation rates are in

good agreement. However, the phase-lag with respect to the velocity field is apparently

underestimated by the two-equation models.

In all cases, except in the stratified ones, the results are presented after the initial distur-

bances have died away and the model has run into a quasi steady-state, where phase and

amplitude of the oscillating fields are approximately constant.
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Influence of the Roughness Length

Before the models can be applied to the bottom boundary layer of Lake Alpnach, an

important model parameter, the roughness length z0, has to be adjusted. It has been

argued above that a roughness length of order z0 ≈ 0.01m (see Fig. 4.13) is at least an

order of magnitude too large. It is, however, unclear if a roughness length of z0 ≈ 0.001m

or a hydrodynamically smooth surface should be assumed in the models. To estimate

the sensitivity of the models to the choice of z0, computations for different values of this

parameter have been conducted.

Fig. 4.15 displays model results for a pressure-gradient of the form (4.10) (with a seiche4

period of 6 hours) and different roughness parameterizations.

Figure 4.15: Velocity (left panel) and turbulent dissipation rate (right panel) at 2.5m
above the sediment for different values of the bottom roughness length, z0. Pressure-

gradient according to (4.10) with amplitude 1
ρ

∂p

∂x
= 2 · 10−5 m/s2. The seiche period is

T = 6h.

The left panel of this figure shows that turbulent friction cannot have a large influence on

the velocity field: The numerical solution is very similar to the simple sine curve of (4.12)

for the frictionless case. Hence, the main balance in (4.11) is between the rate term and

4The term “seiche” is used here as a synonym for “oscillation”, even though a seiche strictly relates

only to an internal oscillation with the eigenfrequency of a basin. However, it is irrelevant for an oscillating

boundary layer by which mechanism the pressure-gradient imposed by the outer flow is generated as long

as the vertical velocity shear of the corresponding vertical seiche mode is weak in the boundary layer.
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the pressure-gradient. Nevertheless, the numerical solution exhibits a small phase-shift

and a reduction of the amplitude for all values of z0. The phase-shift increases for larger

values of z0.

This is consistent with the right panel of Fig. 4.15, revealing that z0 exerts a large influ-

ence on the turbulent dissipation rate: Its value changes by almost an order of magnitude,

depending on whether a smooth or an extremely rough surface with z0 = 0.01m is consid-

ered. For all following computations a value of z0 = 0.001m is chosen, since higher values

are not justifiable by the sediment structure in Lake Alpnach. Fig. 4.15 illustrates that

a lower value of z0 or the assumption of a hydrodynamically smooth sediment leads to

dissipation rates of the same order of magnitude. Differences in the computed dissipation

rate for z0 = 0.001m and for a hydrodynamically smooth sediment, however, are hardly

relevant if compared to the large scatter in the measurements (see Fig. 4.14).

Comparison of Different Two-Equation Models

For a direct comparison with the measured velocities (see Fig. 4.10), P in (4.10) was

adjusted by hand for each seiche period to yield approximately the measured magnitude

of the current speed between 3.5 and 4 cm/s. Model runs were conducted for seiche periods

of 6, 12, and 24 hours in the unstratified case. The seiche period for Lake Alpnach during

the measuring period was somewhere between the latter two values. A surface roughness

length of z = 10−3 m, appropriate for the conditions at the lake bottom was chosen (see

above). Corresponding to the measurements (see Fig. 4.10), all records are plotted at the

heights 114 cm, 184 cm and 254 cm, respectively.

To ascertain differences in performance of different model types in oscillating boundary

layers, the two-equation models discussed in the preceeding chapters (except the Mellor-

Yamada model) were compared. It turned out that velocity profiles computed from the

k-ε model and different versions of the k-ω model were so similar that it was unnecessary

to compare them in a plot. This was to be expected since turbulence only has a marginal

influence on the velocity in the upper part of the boundary layer, and all models have

been tuned to yield the same constants in the law-of-the-wall region of the lowest part of

the boundary layer.

However, some differences were visible in the turbulent quantities as illustrated in Fig.

4.16 for a seiche period of 6 h: The k-ε model and the new Wilcox [294] k-ω model tend

to perform quite similarly, but the old Wilcox [293] k-ω model exhibits a considerably
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Figure 4.16: Turbulent kinetic energy, k, (left panel) and its rate of dissipation, ε, in
an unstratified seiche-induced bottom boundary layer at z = 2.54m distance from the
sediment as calculated by different models. The seiche period is T = 6h, the amplitude

of the exciting pressure-gradient is 1
ρ

∂p

∂x
= 1.4 ·10−5 m/s2, the bottom roughness length

is z0 = 10−3 m.

different phase and amplitude behaviour of the turbulent kinetic energy, evident in the left

panel of Fig. 4.16. In this case, a phase-shift of approximately 0.06T (i.e. approximately

20 minutes for T = 6h) compared to the k-ε model can be observed. This fact also implies

that the k-ω model predicts a smaller phase-shift between the velocity and the turbulent

kinetic energy compared to the k-ε model. The same is true, though to a lesser extent, for

the dissipation rate. Note, that it was already pointed out by Baumert and Radach

[12] in a study of tidal flow, that the k-ε model predicts a too small phase-shift between

the velocity and the turbulent kinetic energy, k, compared to measurements. Since the

k-ω model predicts an even smaller phase-shift, it was rejected for the study of turbulent

boundary layers and only the k-ε model was applied to the turbulent bottom boundary

layer in Lake Alpnach.

Analysis of the Momentum Equation in the Unstratified Boundary Layer

As already remarked in the context of Fig. 4.15, the velocity time series are only slightly

affected by the turbulent motion. Fig. 4.17, which compares the computed velocity

records for the smallest and the largest seiche period, corroborates this fact. Both panels

of this figure show a quasi-sinusoidal evolution of the velocity, similar to that predicted
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Figure 4.17: Velocity, v, in a seiche-induced bottom boundary layer as calculated by
the k-ε model at different distances from the sediment. Seiche periods are T = 6h (left
panel) and T = 24 h (right panel). The amplitudes of the oscillating pressure-gradients

are 1
ρ

∂p

∂x
= 1.4·10−5 m/s2 and 1

ρ

∂p

∂x
= 3·10−6 m/s2, respectively. The bottom roughness

length is z0 = 10−3 m.

by (4.12). However, some systematic differences between individual records can be seen:

Velocity records closer to the wall exhibit generally a slightly larger phase-shift, most

obvious at t = 0 for the smaller seiche period on the left panel. Besides this, the phase-

shift at all levels is larger for the longer seiche period displayed on the right panel. Since in

this case the driving pressure-gradient is much smaller, the relative influence of turbulence

will be larger. This is also consistent with the above argument, that turbulent friction

should have an effect on the phase of the velocity and not only on its magnitude.

The square of the bottom friction velocity for all three seiche periods is illustrated in Fig.

4.18. In all cases, the records are remarkably equal, and the differences are likely to be

due to the fact, that the magnitude of the driving pressure-gradient has been adjusted

“by hand” for each seiche period to yield boundary layer velocities close to the measured

ones. There is almost no phase-shift between records of different seiche periods. Since the

friction velocity is computed from the velocity at the grid point closest to the sediment,

this implies that there is also no phase-shift between the velocity records near the sediment

for different seiche periods.

If the values of u∗ computed from Fig. 4.18 are compared to the values obtained from

the logarithmic curve fits in Fig. 4.13, it becomes evident, that the curve fits are likely
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Figure 4.18: Square of the friction velocity, u2∗ = τw/ρ, at the sediment as a function
of dimensionless time for different seiche periods. Note, that the sign of the bottom
stress, τw, has been retained in this plot.

to overestimate the true bottom stress by a factor of at least 2. The consequences with

respect to the estimated dissipation values have already been discussed above.

Interesting insight in the dynamics of the bottom boundary layer can be gained by inves-

tigating the budget of the momentum equation. According to (4.11), the budget consists

of a rate term, a pressure-gradient term, and the divergence5 of the turbulent momentum

flux. Since the pressure-gradient is prescribed according to (4.10) with ϕ0 = 0, at t = 0

and t = T/2 there will be an almost perfect balance between the pressure-gradient and

the rate term, which attain their respective maxima at approximately these times. The

influence of the turbulent friction terms is negligible in this case.

Because of this fact, it is more interesting to study profiles of the budget at different

times, e.g. at t = T/4, as displayed for the smallest and the largest seiche period in Fig.

4.19. Since the pressure-gradient is exactly zero at that time, the balance can be only

between the rate term and the divergence of the turbulent momentum flux. Fig. 4.19

reveals that for both seiche periods the divergence of the turbulent transport extracts

momentum from the lower part of the boundary layer and adds momentum to its upper

part. As a direct consequence, fluid will be retarded in the lower part, whereas it will be

5The term “divergence” denotes here and in the following only the x-component of the divergence

vector in the boundary layer approximation, i.e. ∂〈u′w′〉/∂z.
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Figure 4.19: Profiles of the terms contributing to the budget of momentum at t = T/4.
All terms have been made dimensionless with the maximum amplitude of the pressure-
gradient, P . Left panel: Seiche period T = 6h, right panel: Seiche period T = 24 h.
“Budget” denotes the sum of all terms. Note the different scales!

accelerated in the upper part. It will be shown below, that this differential acceleration is

the mechanism leading to the characteristic velocity maximum seen in both, the z-profiles

of the measurements (Fig. 4.12) and the calculations (see Fig. 4.21 and Fig. 4.22 below).

Figure 4.20: As in Fig. 4.19, but now at t = (3/8)T . Note the different scales!

The budget at t = (3/8)T is representative for a situation in which all terms in (4.11) can

contribute: The rate term, since the fluid is retarded at all levels, the pressure-gradient

term, which has an intermediate value of P/
√
2 at that time, and the turbulent friction



112 CHAPTER 4. APPLICATIONS

term. It can be seen from Fig. 4.20 that in this case the dominant balance is between the

rate term and the pressure-gradient. The divergence term contributes only in the lowest

part of the turbulent layer, where it leads to a relative retardation of the fluid. These

results apply to both, the smallest and the largest seiche period.

The net effect of differential acceleration in turbulent boundary layers is illustrated in Fig.

4.21 and in the left panel of Fig. 4.22 that display velocity profiles at the approximate time

of maximum current speed: For all seiche periods the velocity exhibits a characteristic

maximum. This result should be compared to the measured profiles of Fig. 4.12, which

exhibit a very similar velocity maximum at the time of maximum current speed. It is

believed that the above arguments provide an explanation to this phenomenon.

Figure 4.21: Profiles of the velocity, v, at t = T/4 for a seiche period of T = 6h
(left panel) and T = 12 h (right panel). The corresponding logarithmic part of the
law-of-the-wall is also indicated.

Fig. 4.21 and the left panel of Fig. 4.22 also include the logarithmic velocity profiles

according to the law-of-the-wall (derived from the known values of u∗, z0, and κ.) Clearly,

these profiles are only a valid approximation in the lowest part of the oscillating boundary

layer.

The following experiment deserves particular attention: If the lowest 0.5m of the com-

puted velocity profiles from Fig. 4.21 are disregarded, and the rest of the profiles up the

velocity maximum is interpolated by simple logarithmic functions, “perfect” curve fits,

shown on the right panel of Fig. 4.22 can be obtained. With these “spurious” fits, how-
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Figure 4.22: Left panel: Same as in Fig. 4.21, but now for a seiche period of
T = 24 h. Right panel: Velocity profiles from Fig. 4.21 , but now displayed together
with “spurious” logarithmic fits (see text).

ever, the friction velocity, u∗, is overestimated by a factor of about 1.5, and the bottom

roughness length, z0, by a factor of 5 compared to the true values. It is believed that

this argument, at least partly, also explains the “perfect” logarithmic fit of the measured

velocity profiles shown in Fig. 4.12 (in which the lowest 0.5m have been also ignored)

on the one hand, and the poor quality of the “fit parameters” u∗ and z0 in Fig. 4.13 on

the other hand. Theses errors lead to an overestimation of the rate of dissipation of more

than an order of magnitude (see Fig. 4.14).

Analysis of the Turbulent Quantities in the Unstratified Boundary Layer

Several interesting features can be observed from the time series of the turbulent kinetic

energy and its rate of dissipation, shown in Fig. 4.23–Fig. 4.25. First, it is obvious that

both turbulent quantities exhibit a phase-lag with respect to the velocity records shown

in earlier figures. For both, k and ε, this phase-lag becomes gradually smaller for all

seiche periods, if the sediment is approached. Indeed, this behaviour had to be expected,

since very close to the sediment the logarithmic law-of-the-wall relations apply, which do

not predict any phase-lag between the velocity and turbulent quantities. For large seiche

periods (see Fig. 4.25) the relative phase-shift of turbulent quantities at different heights

above the sediment is smaller than for small seiche periods.
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Figure 4.23: Time series of the turbulent kinetic energy, k, (left panel) and its rate
of dissipation, ε, (right panel) for one complete seiche cycle at different heights above
the sediment. The seiche period is T = 6h.

For the turbulent kinetic energy, k, computed at different levels above the sediment,

not only the relative phase-lag becomes smaller for larger seiche periods, but also the

differences in amplitude of k. However, even for an infinite seiche period, k will not

become equal at all levels as in the logarithmic boundary layer. This is simply due to

the fact that in a steady-state pressure-driven boundary layer, u∗ and hence k are linear

functions of z (as, e.g., in Fig. 4.3).

For large seiche periods, the phase-lag with respect to the velocity (measured in units

of T ) is smaller than for small periods. Since large periods are thought to be closer to

a steady state current with no phase-lag at all, this behaviour is not surprising. Tab.

4.2 gives the absolute values of the phase-lag at different heights and for different seiche

periods. From this table a phase-lag of about 1 h for the dissipation rate at a height of

distance k (6 h) ε (6 h) k (24 h) ε (24 h)

114 cm 0.6h 0.5h 1.2h 1.0h

254 cm 1.7h 1.4h 2.2h 1.7h

Table 4.2: Approximate phase-shift between tur-
bulent quantities and the velocity at several heights
above the sediment and for the seiche periods T = 6h
and T = 24 h

approximately 1m above the sediment and for a seiche period of 24 h can be deduced.
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Figure 4.24: Same as Fig. 4.23, but now for a seiche period of T = 12 h.

This phase-lag can directly be compared to the phase-lag of about 2 h indicated by the

microstructure measurements in Lake Alpnach (displayed in Fig. 4.14). Even though the

data are somewhat scattered and the phase-lag cannot be determined with high accuracy,

the phase-lag predicted by the k-ε model is apparently somewhat too small. Baumert

and Radach [12] compared their k-ε model to the measured phase-lag between the

velocity and the turbulent kinetic energy in a tidal flow and came to a similar conclusion.

It should be noted, that the k-ω model would have predicted an even smaller phase-lag.

Fig. 4.26 displays profiles of all terms contributing to the budget of k for the smallest and

the largest seiche period at approximately the time of maximum current speed. The scale

was adjusted to resolve the small contributions of the rate term and the divergence of

the turbulent transport of k. Close to the bottom there is a clear balance between shear

production and dissipation of k, and one of the necessary conditions for the existence of

a logarithmic part of the law-of-the-wall is satisfied.
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Figure 4.25: Same as Fig. 4.23, but now for a seiche period of T = 24 h.

Figure 4.26: Non-dimensional budget of the turbulent kinetic energy, k, as a function
of distance from the sediment, z, at t = T/4. Seiche periods are T = 6h (left panel),
T = 24 h (right panel). “Budget” denotes the sum of all terms.

However, above this “shear layer” of approximately 1m thickness for T = 6h and 4m

thickness for T = 24h, the rate and turbulent transport terms become important and

may even dominate the budget at some levels. Profiles of the dissipation rate at the time

of maximum current speed are given in Fig. 4.27. As with the velocity profiles displayed

above, the logarithmic law-of-the-wall is seen to be a reasonable approximation up to at



4.2. MODELLING THE BOUNDARY LAYER IN A LAKE 117

Figure 4.27: Rate of dissipation, ε, as a function of distance from the bottom, z, for
different seiche periods T . Also displayed are the respective logarithmic law-of-the-wall
relations ε = u3∗/[κ(z + z0)].

most 1m above the sediment for all periods.

4.2.3 Modelling the Stratified Seiche-Induced Boundary Layer

It is known from numerous publications on Lake Alpnach (see above) that during summer

time the lower part of the hypolimnion of this lake is stratified with a buoyancy frequency

somewhat larger than N2 ≈ 10−5s−2. Gloor et al. [90] demonstrated that most of

the energy contained in the internal seiching motion is dissipated at the bottom, but

a small part is converted to potential energy used to mix the water within a couple of

meters distance from the sediment. These authors also pointed out that it is difficult to

obtain an exact value of the thickness of this well mixed boundary layer, since the seiching

motion convects water from regions of the boundary layer where the thickness may be

considerably different.

To assess the height of the bottom boundary layer induced by only local mixing, the k-ε

model together with the ASM of Luyten et al. [156], described in previous chapters,

was applied to the bottom boundary layer of Lake Alpnach. This model has already

been shown to compute a mixing layer depth in very good agreement with experimental

data for an entrainment situation with constant friction velocity, u∗, provided that the

steady-state Richardson number is tuned to Rist = 0.25 (see Section 4.1.3). Thus, it
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seems fair to expect that this model also provides a reasonable prediction of the height of

the oscillating bottom boundary layer.

Figure 4.28: Height of the bottom mixing layer eroded by a seiche bottom current
for two different linear initial stratifications as indicated. It is assumed that initially no
bottom mixing layer exists. Seiche Period T = 24h, amplitude of the driving pressure-

gradient is 1
ρ

∂p

∂x
= 3 ·10−6 m/s2. Computed by the k-ε model and the ASM of Luyten

et al. [156]. Bottom roughness is z0 = 10−3 m.

To conform to the conditions in Lake Alpnach, the model was run for a seiche period of

24 h driven by a periodic pressure-gradient as in (4.10). The maximum current speed in

the boundary layer was adjusted to the measured values of 3.5-4.0 cm/s. The computed

mixed layer heights for initial stratifications with N2 = 10−5s−2 and N2 = 10−4s−2 are

displayed in Fig. 4.28. The actual value of the buoyancy frequency of most measurements

was between these two values, and hence this figure gives upper and lower bounds for

the expected height of the mixing layer6. Fig. 4.28 reveals that, after one week of

seiching motion, the model predicts boundary layer heights of approximately 3.4m for

N2 = 10−4s−2 and 6.2m for N2 = 10−5s−2. These values are in good agreement with

6The height of the mixing layer is defined as the distance from the sediment above which the criterion

N2 < 0.5N2
0 is violated. Note, that this height does not exactly coincide with the height reached by the

turbulent front, since turbulence needs some time to reduce the initial stratificationN2
0 in the entrainment

region to 0.5N2
0 .
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the measured height of 4-5m (see Gloor et al. [90]). It is seen that the bottom layer

is eroded in two steps per seiche period, each followed by a small collapse. Note, that

this collapse does not coincide exactly with the time of flow reversal. Rather, it takes

place when the turbulent quantities close to the entrainment region, which slightly lag

the velocity field, attain their minimum values. This is consistent with the perception

that mixing layer entrainment should be determined by the turbulent quantities in the

entrainment region.

It is also apparent from Fig. 4.28 that, even though an equilibrium height is not reached

after one week, the largest part of the bottom layer is eroded after a couple of days. This

clearly contradicts the current believe that the erosion of the well mixed bottom layer in

Lake Alpnach takes several months (see Gloor et al. [91, 89]). These authors predicted

the boundary layer height with a formula of the form

h = cKPu∗(t/N2
0 )

1
3 , (4.15)

with the dimensionless constant cKP. This formula coincides precisely with the formula

derived by Kato and Phillips [137] to describe their mixing layer entrainment ex-

periments. However, the model constant in (4.15) used by Gloor et al. [91, 89] is

cKP = 1.145, only approximately half of the value cKP = 2.466 suggested originally by

Kato and Phillips [137].

There are a couple of problems with (4.15) making it seem plausible that Gloor et al.

[91, 89] arrived at the wrong conclusion:

• (4.15) (and also the improved version (4.5) introduced in Section 4.1.3) were origi-

nally intended to describe mixing layer deepening by a constant surface stress with-

out pressure-gradient. Most of the potential energy needed for entrainment in such

experiments is extracted from the strong velocity shear in the entrainment region.

Quite contrary, in the entrainment region of turbulent bottom layers there is almost

no velocity shear. Energy for the entrainment must be obtained from turbulent

transport or from the locally stored turbulent kinetic energy in the case of decaying

turbulence.

• There is no physically sound argument for the applicability of both formulae to

oscillating boundary layers driven by a pressure-gradient, if merely the friction ve-

locity is replaced by some mean value as in Gloor et al. [91, 89]. In fact, it can

be shown that, e.g., formula (4.5) then predicts a boundary layer height more than

three times larger than that of Fig. 4.28. (Recall that the same formula coincides

almost perfectly with the model predictions for constant u∗ as in Fig. 4.5.)
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• The average value of u∗ used by Gloor et al. [91, 89] is at least twice too small,

since it was based on a too small value of the drag coefficient c1m = 1.5 · 10−3.

(Values following from the logarithmic law-of-the-wall would be c1m = 2.1 · 10−3

for hydrodynamically smooth walls and c1m = 3.5 · 10−3 for a roughness length

of z0 = 10−3m.) Thus, even if (4.15) were correct, these authors would not have

obtained the right boundary layer height.

All results from the preceeding part of this section were derived for unstratified oscillating

boundary layers. Nevertheless, many of the conclusions drawn can be directly applied to

initially stratified boundary layers after a well mixed layer has been eroded. This is

demonstrated in Fig. 4.29, Fig. 4.30, and Fig. 4.31 which display time series of the rate

of dissipation at different heights above the sediment for the case of no stratification, weak

stratification (N2 = 10−5s−2), and strong stratification (N2 = 10−4s−2), respectively.

These figures illustrate that after the onset of the fluid motion a certain entrainment

time is required for different layers to become turbulent. It can be most clearly seen

from the dissipation rate time series at 2.5m height above the sediment that the required

time strongly depends on the initial stratification: The turbulent front reaches this level

after approximately 4 hours in the unstratified case, after 5 hours in the weakly stratified

case, and after more than 30 hours in the strongly stratified case. After these times the

boundary layer heights given in Fig. 4.28 are approximately reached (in fact, they are

somewhat larger now, because different criteria have been used to determine the boundary

layer height.)

After the turbulent front has reached a certain level in the stratified cases, it takes a few

seiche periods before the time series of this level becomes comparable to its unstratified

counterpart. However, due to the presence of a small buoyancy flux in the stratified

cases, phase and amplitude do not completely coincide. Note, that the maximum rate of

dissipation in the weakly stratified case (Fig. 4.30) is larger than in the stratified case.

This apparently paradoxical behaviour can be explained by the fact that the third term

on the left hand side of (3.13)2 makes a positive contribution to the budget of ε since

both, the buoyancy production, G, and the model coefficient, cε3 are negative.

The above illustration indicates, that even though the stratified cases will always be in-

fluenced by a small buoyancy flux until the boundary layer height has reached its equilib-

rium value, its contribution does not overly affect the results compared to the unstratified

boundary layer. The maximum value of the rate of dissipation in the stratified boundary

layer is somewhat larger than 10−8m2s−3. Recall from the first part of this section, that it
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Figure 4.29: Rate of turbulent dissipation at different heights and without stratifica-
tion. For clarity, only the first three days of entrainment are displayed.

would have been about 50% smaller for a hydrodynamically smooth sediment surface. It

is satisfying to see that a dissipation rate of this order of magnitude is in good agreement

with the microstructure measurements of the EAWAG (see the running mean value in

Fig. 4.14). In contrast to that, all estimates based on the logarithmic curve fits are at

least an order of magnitude too large.

Summarising, the following results have been obtained in this section:

• The first comparison of measured time series of the dissipation rate in an oscillating

boundary layer in a lake and results from two-equation models has been performed.

• Satisfactory agreement between the measured and the computed magnitude of the

dissipation rate could be achieved.

• The phase-lag of about 2 hours between the bottom friction velocity and the dis-

sipation rate 1m above the sediment could only be reproduced partly by the two-

equation models. The phase-lag predicted by the k-ω model is smaller compared to

the k-ε model.
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Figure 4.30: Same as Fig. 4.29, but now with initial stratification N2 = 10−5 s−2.

• The characteristic maximum in the current speed at a certain level above the sedi-

ment, seen in the measurements, was reproduced by the model. It could be shown

that the maximum occurs because of differential acceleration caused by different

values of the divergence of the turbulent momentum flux at different levels.

• It was shown that logarithmic curve fits are no appropriate method to derive values

for the friction velocity and the rate of dissipation in pressure-driven dynamical

boundary layers and lead to a massive overestimation of the rate of dissipation.

To arrive at a more conclusive statement about phase-shifts in bottom boundary layers of

lakes, more detailed microstructure measurements are required. Ideally, they should be

accompanied by continuous measurements of the turbulent kinetic energy, a quantity that

was predicted in this section to have an even larger phase-lag than the dissipation rate.

Future work will examine whether a low Reynolds number version of the models used here

would predict an increased phase-lag between the velocity and the turbulent quantities.

Also, the phase differences in the turbulent fields induced by the small buoyancy flux in

initially stratified boundary layers need a closer investigation.
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Figure 4.31: Same as Fig. 4.30, but now with initial stratification N2 = 10−4 s−2.

4.3 Physical-Biological Coupling

4.3.1 Introduction

Ecological modelling is a rapidly growing interdisciplinary scientific field. This is partic-

ularly evident in limnology, the science of inland waters7. Because of their comparably

isolated character as ecosystems and the relative simplicity of their planktonic organisms,

lakes have been described as “little theatres where (...) the interactions among organ-

isms and between organisms and their environment could be studied more easily than

anywhere else” (Lampert and Sommer [144]). It is thus not surprising that many suc-

cessful ecological models have been applied to limnological problems. Above this, many

of the fundamental concepts of modern ecology can be traced back to limnology.

Beyond its role as a scientific discipline, limnology also provides a scientific basis for

7In this section, moderate use of the standard limnological terminology is made. Readers not fa-

miliar with this topic are referred to the first pages of any limnological text book (e.g. Wetzel [292],

Schwoerbel [221]).
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the management of lakes and rivers. Ecological models, in this context better known

under names like “water quality models” or “coupled physical-biological models” were

used successfully to gain a deeper understanding of the eutrophication problem of the

seventies and eighties of the last century. Even though the trophic state of many lakes

has recovered since then, at least in the developed countries, there is still an urgent

need for a more quantitative environmental management to be able to solve the steadily

increasing pollution problems.

For a precise prediction of the most important parameters describing the quality of water

in lakes and reservoirs, a vast number of different model types has been suggested. Usually,

a general distinction is made between so-called inductive (or empirical) and deductive (or

theoretical) models, even though in environmental sciences their distinction appears to

be blurred. The relative merits of both methods with respect to a limnological problem

are discussed in an interesting conversation between Livingstone and Imboden [152,

153] and Molot [174]. Here, the deductive approach in the spirit of Livingstone

and Imboden [152] is preferred, since it seemed best suited to the object of study:

An investigation of the oxygen budget of Lake Ammer, a medium-sized Alpine lake in

Southern Germany.

However, even if one has decided to concentrate on the deductive approach, the available

amount of literature in limnology and oceanography is overwhelming. In a classical style,

Franks [78] reviewed some recently published coupled physical-biological models applied

in oceanography, whereas Jørgensen [133] discussed the state-of-the-art of ecological

modelling in limnology from a more methodological point of view. From both reviews it

is evident that there are many different types of models and many more or less reasonable

ways to group them. Here, the hydrodynamical component of the models is emphasized. It

is plausible then to discern, according to the introduction of Chapter 3, between integrated

and differential models8. An example of the former type, applied to limnological problems,

is the relatively simple model of Franke et al. [77], who used a physical component of

the Kraus-Turner type to simulate an environment for competing phytoplankton species

under grazing pressure. Another, more elaborate, model of the same type is the multi-

component biogeochemical model of Hamilton and Schladow [97, 216], which is based

on the well-known hydrodynamical bulk model DYRESM (see 3.2).

From the experience gained with an integral method (see Franke et al. [77]), it must

be concluded that there are a number of undesirable features restricting the applicability

of integrated models to physically-biologically coupled systems:

8Only horizontally averaged, one-dimensional models are investigated.
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• Franke et al. [77] showed that integral methods may exhibit strong daily os-

cillations of the predicted thermocline depth. Even though, on a seasonal scale,

the thermocline depth coincides to a good degree with the measured values, this

behaviour can lead to an un-precise simulation of the biological parameters.

• By their nature, integral models do not provide an epilimnetic exchange coefficient

and cannot resolve the spatial structure of epilimnetic parameters. This limits

their performance in the modelling of biogeochemical processes, since, as pointed

out by Fang and Stefan [71], “both surface gas transfer and diffusion depend

on turbulence near the water surface”, indicating that a detailed knowledge of the

turbulent quantities near the surface is of great importance for a precise description

of the gas budget.

• The influence of turbulence on small aquatic organisms is an evolving field in the

study of physical and biological interactions (see Denman and Gargett [61]).

Only turbulence models, that resolve the turbulent fields will be able to provide the

parameters necessary to model such interactions.

There is also a number of coupled models that are based on a differential description of

hydrodynamical parameters. Most of them parameterize the vertical diffusivities, needed

in such models, by primitive zeroth-order closure models, often implemented in form of

simple Richardson number dependent formulations. Oceanographical examples are the

multi-component food web model of a Norwegian fjord of Aksnes and Lie [3] and the

model of Tusseau et al. [275] for the Mediterranean Sea. Moisan and Hoffmann

[172] derived the physical variables of their elaborate one-dimensional physical-bio-optical

model of the Californian coastal transition zone from a three-dimensional model calcu-

lation. However, their turbulence parameterization reduces to the most simple form of

constant (in space and time) turbulent diffusivities. The physical component of the three-

dimensional version of this model (Moisan et al. [173]) is described and tested in detail

with respect to its applicability to lakes in Umlauf et al. [283].

Also, a number of coupled models of the differential type, applied to limnological prob-

lems, has been published: Riley and Stefan [202], Stefan and Fang [243], and

Culberson and Piedrahita [55], e.g., presented coupled models intended primarily to

study lake eutrophication and control strategies. Only very few three-dimensional mod-

els, usable as management tools for lakes and reservoirs, have been published, e.g., by

Rajar and Cetina [197] and by Soyupak et al. [231] (the latter authors coupled a

three-dimensional biological model with a vertically integrated two-dimensional physical

model).
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Apparently, in limnology only few modellers coupled their biological algorithms to Reynolds

closure schemes as described in Chapters 1 and 2, an exception being, e.g., Blumberg

and Di Toro [17], who computed the turbulent diffusivities for their 15 component bi-

ological model of Lake Erie with a level 2.5 model of the Mellor and Yamada [169]

hierarchy.

The physical component of the model described in this section is based on a k-ε two-

equation model with the ASM of Gibson and Launder
9 [87, 88] (see Chapters 1 and 2).

A one-dimensional (vertical) representation was chosen, since due to the effect of gravity,

the physical and biological parameters are structured predominantly in this direction.

Unfortunately, many other interesting features, including most wave types or the effects

of horizontal advection, cannot be directly described by such models.

The price, however, for the greater capabilities of three-dimensional modelling is high.

Using the results of Umlauf et al. [283], it can be shown that the ratio of the compu-

tation times for three- compared to one-dimensional modelling is roughly 103–104. Even

though a few successful simulations of enclosed or semi-enclosed basins of medium size

over annual cycles with three-dimensional hydrodynamical models have been recently re-

ported (Ahsan and Blumberg [2], Blumberg et al. [15]), the computational effort

must be considered very demanding: On a present-day personal computer10 the overall

computation time for a one-year’s three-dimensional hydrodynamical simulation is of the

order of days or even weeks, but for a one-dimensional simulation only of the order of

tens of minutes. Clearly, a detailed parameter adjustment, crucial in physical-biological

coupled modelling, is extremely costly in the three-dimensional case. For this reason and

for the fact that three-dimensional hydrodynamical and biological data and a precise de-

scription of the two-dimensional wind field are hardly ever available for calibrating and

verifying these models, one-dimensional modelling can still be considered an appropriate

and convincing approach for the prediction of water quality.

The biological component coupled turbulence-oxygen model introduced here solves the

one-dimensional transport equation for oxygen, adopting the vertical diffusivities and the

temperature profiles from the two-equation model. The biomass of photosynthetic algae

is represented by measured values of the chlorophyll-a concentration. This is the main

difference to most existing models that derive the biomass from a dynamical system of

conservation equations for different species and nutrients. Surface re-aeration is repre-

9Note, that here the turbulent diffusivity of momentum was computed from the standard k-ε model,

and only the turbulent Prandtl number was derived from the ASM to take into account the influence of

stratification.
10For example on a 1 GHz Pentium III processor.
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sented as a surface flux term and time and depth depending source and sink terms for

photosynthetic production, respiration of algae, biochemical oxygen demand of bacterial

decay (SBOD), and sedimentary oxygen demand (SSOD) are included. Some of the model

results have already been described in Jöhnk [130], Jöhnk and Umlauf [129], and

Umlauf and Jöhnk [281].

4.3.2 The Model Equations

The evolution of all variables will be described by one-dimensional vertical diffusion equa-

tions with time and space dependent vertical diffusivities. In physical limnology, these

equations have been formulated for a variable ϕ either in a horizontally integrated form,

depending on the area A at depth z as in

∂ϕ

∂t
=

1

A

∂

∂z

(
A (νϕ + νϕt )

∂ϕ

∂z

)
+ Pϕ , (4.16)

or for a horizontally infinite fluid as in

∂ϕ

∂t
=
∂

∂z

(
(νϕ + νϕt )

∂ϕ

∂z

)
+ Pϕ , (4.17)

where νϕ and νϕt are the molecular and turbulent vertical diffusivities of the variable

ϕ, respectively. Pϕ is the production of the variable ϕ, which in the case of (4.16) also

includes a contribution from the flux of ϕ through the lateral boundaries.

Whether variables are represented either with or without horizontal integration of their

transport equations depends on the size and the geometry of the lake, and on the time-scale

of the mixing processes considered11. Note, however, that if no reasonable parameteriza-

tion of the boundary fluxes of ϕ as production terms can be found, (4.16) cannot be used

in a meaningful way.

For computations on a seasonal time-scale, evidence was found for an influence of the

boundary fluxes for the balance of heat

∂θ

∂t
=

1

A

∂

∂z

(
A(νθ + νθt )

∂θ

∂z

)
+

1

ρ0cv
Pθ , (4.18)

and for the oxygen budget

∂O

∂t
=

1

A

∂

∂z

(
A(νO + νθt )

∂O

∂z

)
+ PO , (4.19)

11For studies of the range of applicability of either type of equation in limnological applications, see

Tzur [276], Imboden and Emerson [121].
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where O denotes the concentration of oxygen in the water column. The turbulent diffu-

sivity of a passive tracer is assumed to be equal to the turbulent diffusivity of heat, νθt ,

as in (4.19). Parameterizations of the fluxes of heat and oxygen through the boundary as

production terms are given in (4.26) and (4.45) below.

The parameterization of the production term in (4.17) for ϕ = u, v, i.e. for the momentum

equation in horizontally averaged one-dimensional models is an intricate problem, since

two important questions arise that have no simple answer: First, what role do the Coriolis

terms in one-dimensional models of enclosed and stratified basins of medium12 size play?

Second, how can the bottom momentum flux be parameterized in such models?

The first question is of no particular relevance in one-dimensional models of the ocean and

of very large lakes. In these cases, the Coriolis terms give rise to inertial waves, a well-

known and frequently observed phenomenon in large stratified and unstratified basins.

Even though inertial waves can also be observed in unstratified basins of medium size,

they are neither measured nor computed during summer stratification (for the situation

in Lake Ammer see Umlauf et al. [277, 283]). Basin-wide so-called internal Poincaré-

type waves13 are frequently observed instead. Since it is completely unclear, how Poincaré

waves in complicated basins should be parameterized in terms of the Coriolis parameter

in a one-dimensional model, the Coriolis terms in (2.37) will be ignored. If the x-axis

is aligned with the horizontal velocity vector, it is sufficient then to retain only the x-

component of (2.37).

The ommission of the Coriolis forces, however, causes a serious problem in one-dimensional

models: Without a momentum sink, wind-driven surface layer velocities will inexorably

increase and, in the course of a seasonal simulation, erroneously enhance mixed layer deep-

ening and cooling of epilimnetic water. A similar problem in oceanography led Mellor

[164] very recently to suggest the addition of a simple sink term of the form P damp
u = −cDu

(with the new model constant cD) to the right hand side of (2.37)1. Clearly, in the absence

of a pressure-gradient and frictional forces, this term leads to an exponential decay of the

velocity with the time-scale 1/cD. Even though this approach was demonstrated to yield

acceptable results in practice, it is rejected here for the introduction of the dimensional

model constant, cD. A similar approach, avoiding this complication, has been recently

12The expression “medium” refers here to basins that are large enough for rotational effects to become

important, but small enough for these effects not to become dominant (see Mortimer [177]).
13Different types of long internal waves occurring in rotating enclosed basins are very briefly discussed in

Appendix B. For a comprehensive overview the reader is referred to standard texts on lake hydrodynamics

(Mortimer [177], Hutter [114, 115]).
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suggested by Jöhnk [130]. This author introduced a different damping term of the form

P damp
u = − 1

A

∂A

∂z
cD|u|u (4.20)

to the right hand side of (2.37)1. Since the model constant cD ≈ 0.1 is dimensionless, a

greater range of applicability of this formulation is expected. Note, that (4.20) formally

resembles the classical friction law for the wall stress in a turbulent boundary layer flow,

weighted by the area to volume ratio at depth z. Using (4.20), and neglecting the Coriolis

terms as discussed above, the momentum equation (2.37) in its horizontally integrated

form can be written as

∂u

∂t
= − 1

ρ0

∂p

∂x
+

1

A

∂

∂z

(
A (ν + νt)

∂u

∂z

)
− 1

A

∂A

∂z
cD|u|u , (4.21)

where the pressure-gradient has to be prescribed14. It can be either neglected (Jöhnk

[130]) or parameterized by a simple model of the seiche motion (Svensson [251]).

4.3.3 Physical Parameterizations

Production terms

The incoming solar radiation was calculated from astronomical and geographical data

according to Kirk [138] and Forsythe et al. [76]. It was corrected for the effects of

cloud shading and wind dependent surface water reflectivity.

The decay of the short-wave radiation, I, in the water column is described according to

Beer’s law,
dI

dz
+ (kcw + kChla (z)) I = 0 , (4.22)

where kcw is the extinction coefficient of clear water and kChla = aChlaChla is the chloro-

phyll-a specific extinction coefficient depending on the constant absorption coefficient,

aChla, and the concentration of chlorophyll-a, Chla. The solution of (4.22) is

I = Isurf exp

(
−
∫ z

0

(kcw + aChlaChla (z) ) dz

)
= Isurf exp

(
−
(
kcw +

1

z
aChla

∫ z

0

Chla (z) dz

)
z

)
= Isurf exp (−keff (z) z) ,

(4.23)

14The flux of momentum from an infinitesimal water volume, dv = A(z)dz, at depth z through the

bottom boundary area, dA, at that depth leads to the factor 1/A(∂A/∂z) in front of the damping term.

This factor expresses simply the ratio of water volume to boundary area at depth z.
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where Isurf denotes the short-wave radiation just below the water surface. Note, that the

effective extinction coefficient, keff , defined implicitly in (4.23) is different from the local

extinction coefficient k = kcw + kChla. The production of heat at depth z will then be

described by taking the divergence of the radiative heat flux,

Prad =
∂I

∂z
. (4.24)

The extinction coefficient for clear water was determined by the empirical formula of

Henderson-Sellers [107],

kcw =
1.7

zSecchi
. (4.25)

Using a Secchi-depth of zSecchi ≈ 7.6m, measured on January 2 when the chlorophyll-

a concentration was still negligible, (4.25) yields the clear-water extinction coefficient of

Lake Ammer, kcw = 0.22m−1. For the chlorophyll-specific absorption coefficient the value

of aChla = 0.02 m2 mgChla−1 from the work of Häse [105] was adopted. Note, that the

Figure 4.32: Euphotic depth (corresponding to the depth of 1% residual surface
radiation) as a function of the chlorophyll-specific absorption coefficient, aChla, for
Lake Ammer in 1996. The clear water attenuation coefficient is kcw = 0.22m−1, aChla

is given in units of m2 mgChla−1.

biological model is quite sensitive to the choice of this parameter, since, as illustrated

in Fig. 4.32, aChla largely determines the euphotic depth. Moderate variations of the
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chlorophyll-specific absorption coefficient entail variations of the euphotic depth up to

a few meters. The position of the euphotic depth is crucial for the survival and the

photosynthetic activity of algae in the metalimnion, and hence for the creation and the

extent of the metalimnetic oxygen minimum observed in Lake Ammer.

The production of heat due to the geothermal heat flux, qgeoth, through the boundary of

a layer of height dz is described by

Pgeoth =
1

A

∂A

∂z
qgeoth , (4.26)

where (∂A/∂z)/A is an approximation for the ratio of the volume of a layer of thickness

dz to its boundary, dA, at depth z (see above). The overall heat production, Pθ, defined

in (4.18), is then given by

Pθ = Prad + Pgeoth . (4.27)

4.3.4 Boundary Conditions

According to the law of Stefan-Boltzmann, the long-wave radiative loss at the water

surface, φw, is given by

φw = εwσT
4
w , (4.28)

where Tw is the surface water temperature in Kelvin, σ = 5.67 10−8 Wm−2K−4 the Stefan-

Boltzmann constant, and εw = 0.97 the emissivity of water as suggested by Henderson-

Sellers [107]. A similar expression is stated for the incoming atmospheric long-wave

radiation,

φa = εaσT
4
a , (4.29)

though it is evident that different atmospheric radiators at different heights contribute to

φa. For the “global” approach (4.29), an expression for the atmospheric emissivity, εa, as

proposed by Swinbank [253], was used:

εa = a0T
2
a , (4.30)

where the model constant a0 was assigned the value a0 = 0.937 10−5 K−2. Since (4.30)

is applicable only for clear skies, it has been suggested by Henderson-Sellers [107] to

modify this value by the factor (1+ 0.17C), where C is the fraction of the sky covered by

clouds.

Most formulae for the evaporative and convective heat losses at the water surface are of

the forms (Henderson-Sellers [107])

φe = f(Uwind)(esw − ea) , (4.31)
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and

φc = f
∗(Uwind)(Tw − Ta) . (4.32)

where esw is the saturation vapour pressure at the surface, ea the actual vapour pressure

in the air (both in Pa), Tw the water temperature, and Ta the air temperature in Kelvin.

Uwind refers to the wind speed at a given height above the water level.

Bowen [19] first formulated the empirical relation between convective and evaporative

heat transfer,

γ =
f ∗(Uwind)

f(Uwind)
, (4.33)

where

γ ≈ 62PaK−1 . (4.34)

Hence, only one of the wind functions f and f ∗ needs to be described.

In his extensive literature survey, Sweers [252] concluded that the formulae of McMil-

lan [161] for the wind function f be the most reliable ones. A very similar form, however

adjusted in particular to alpine lakes, was suggested by Marti and Imboden [159]. It

reads

f(U10) = ρwater La(1 + bU10) , (4.35)

for wind measurements on land at the 10 meter height given in ms−1. The parameters

used for Lake Ammer were a = 1.36 · 10−11 ms−1 and b = 0.59 sm−1. Here, L denotes the

latent heat of evaporation of water at the surface water temperature.

Thus, the overall heat flow perpendicular to the surface is

φtot = φw + φa + φc + φe . (4.36)

The heat flux through the bottom boundary is equal to the geothermal heat flux, qgeoth.

Since qgeoth ≈ 50mWm−2 only, it is ignored.

The flux of momentum through the upper surface of a lake can be described by (Henderson-

Sellers [107])

τ = 0.00125 ρairU
1.5
10 for U10 ≤ 1.0ms−1 ,

τ = 0.0005 ρair U
2.5
10 for U10 ≥ 1.0ms−1 .

(4.37)

The model results were not sensitive with respect to the precise form of the wind-stress

parameterization.
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4.3.5 The Oxygen Model

The temporal and spatial evolution of the oxygen concentration, O, is described by (4.19).

It is assumed that the overall production or depletion of oxygen consists of the sum of

different source and sink terms,

PO = Pphoto +R + SBOD + SSOD , (4.38)

where Pphoto is the production by photosynthesis, R the respiration of algae, SBOD the

total biochemical oxygen demand, and SSOD the oxygen demand exerted by the sediment.

Production by Photosynthesis

Photosynthesis is understood as a biochemical process depending on temperature, solar

radiation and nutrients. However, no explicit biological model for the algal growth is

supplied. Instead, the biomass of phytoplankton is represented by measured values of the

chlorophyll-a concentration, thus implicitly including nutrient limitation, zooplankton

grazing, etc.

The photosynthetic production is taken to be proportional to the biomass (expressed

in terms of the chlorophyll-a concentration, Chla). Photosynthetic production can be

formulated then according to

Pphoto = r νmax YOChlaΘ
θ−20o

P tanh

(
IPAR

IS

)
Chla , (4.39)

where νmax is the maximum growth rate of algae under ideal conditions, YOChla a yield-

factor (quantifying the amount of oxygen obtainable at a given chlorophyll-a concentra-

tion), ΘP a model constant determining the temperature dependence of the biochemical

processes, IPAR the photosynthetically active short-wave radiation, and IS a constant of

the light limitation model (see below).

The term r appearing on the right hand side of (4.39) accounts for the fact that not all

of the measured chlorophyll-a corresponds to living algae. In fact, at greater depths a

considerable fraction of the biomass, represented by the chlorophyll-a concentration, may

be dead. Recently, Jöhnk [130] attacked this problem by describing a vertical profile for

the factor r,

r =
1

1 +
(

z
zc

)pc , (4.40)
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where z = zc corresponds to the depth, where half of the algae are either dead or alive. zc

can be conveniently identified with the euphotic depth. The exponent pc is a measure for

the width of the transition region. pc → ∞ corresponds to zero width, i.e. to a step-wise

transition.

The cholorphyll-a concentration, Chla, is specified in µgChla l−1. Stefan and Fang

[244] set the yield-factor to YOChla = 0.125 mgO2 µgChla
−1. Since the maximum growth

rate of algae typically is about νmax ≈ 1–3 d−1, one may calculate an average first order

production coefficient kP = νmaxYOChla = 0.25 mgO2 µgChla
−1 d−1, only corrected by the

temperature adjustment coefficient ΘP = 1.036. These values are taken from Stefan

and Fang [244] fitted to the data of Megard [162].

To account for the effects of light limitation on algal growth and photosynthetic pro-

duction, the simple model of Jassby and Platt [128] is adopted. This model does

not include a parameterization of light inhibition in the case of extremely strong short-

wave radiation. According to Harris [104], the value of the model constant IS is mostly

between 60–100 µE m−2 s−1 PAR (corresponding to IS ≈ 12.5–25Wm−2). A value of

IS = 20Wm−2 is chosen here.

Respiration

Respiration is modelled as a first-order kinetic process related only to the temperature

and the concentration of chlorophyll-a,

R = r νR YOChlaΘ
θ−20o

R Chla . (4.41)

Clearly, the factor r in this equation implies that only living algae contribute to respira-

tion.

The assumption is made that the yield-factor, YOChla, for respiration is equal to that for

production. Considering a respiration rate, νR, of roughly ten percent of the growth rate

(see Henderson-Sellers [107]), a combined coefficient,

kR = νRYOChla = 0.025 mgO2 µgChla
−1 d−1 , (4.42)

can be calculated.

Stefan and Fang [244] reported a range of kR ≈ 0.0025 – 0.075 mgO2 µgChla
−1 d−1

and corrected for the influence of temperature with θR = 1.045. The value of Patterson
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et al. [190] can be converted to kR = 0.082 mgO2 µgChla
−1 d−1. However, their value

seems to include also the respiration of bacteria.

Biochemical Oxygen Demand

The total biochemical oxygen demand (BOD) of organic material (detritus and dissolved

organic carbon (DOC)) in a lake is a function of the decaying biomass expressed in oxygen

equivalents (Thomann and Mueller [259]). This concept leads to a sink term of the

form

SBOD = νB θ
θ−200

B BOD , (4.43)

where νB is the first-order decay coefficient, θB the temperature adjustment coefficient,

and BOD the oxygen equivalent of organic material subject to decay (measured in mgO2 l
−1).

Thomann and Mueller [259] suggested a rather large range νB ≈ 0.1–0.5 d−1 and

θB ≈ 1.02–1.1.

So far, no assumption has been made about the amount of organic matter available for

decay. It is, however, possible to relate the primary production (here represented as

chlorophyll-a) to the production of organic matter (measured, e.g., as carbon). Organic

matter in turn is related to detritus and BOD. In fact, this argument was implicitly also

used by Stefan and Fang [244], when relating values for BOD to the trophic state of

a lake. Here, the more general relation

SBOD = (1− r) kB θT−20o

B Chla (4.44)

is suggested, which is in form identical to (4.41). However, only the fraction 1 − r of

algae (i.e. the fraction of dead algae) is subject to bacterial decay. Since the ratio of

chlorophyll-a to carbon varies greatly between species the precise value of kB has to be

found by calibration. Both approaches shall be discussed in Section 4.3.7.

Sedimentary Oxygen Demand

To account for the sedimentary oxygen demand of settled phytoplankton, dead aquatic

plants and detritus, the model also implements a bottom area dependent sink term ac-

cording to Thomann and Mueller [259],

SSOD =
1

A

∂A

∂z
Sb20 θ

θ−20o

S . (4.45)
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Here, Sb20 is the bulk rate of the sedimentary oxygen demand, measured in gO2m
−2 d−1.

Depending on the conditions at the lake bottom, Thomann and Mueller [259] sug-

gested different values for Sb20. For sandy bottom, appropriate for Lake Ammer, they give

the range Sb20 ≈ 0.2–1.0 gO2m
−2 d−1. SSOD is strongly temperature dependent. Usually,

a value of θS = 1.065 is used for the temperature adjustment, but Stefan and Fang

[244] for example suggest the somewhat higher value θS = 1.13. Since the hypolimnetic

oxygen budget is very sensitive to SSOD, and very little precise information about it exists,

these values had to be refined by model calibration.

4.3.6 Surface Re-aeration

Particularly in the absence of photosynthetic production, surface re-aeration is a major

source term in the integral oxygen budget. Here, it is implemented as a surface-flux bound-

ary condition in (4.19), assuming the flux to be proportional to the difference between

actual and saturated oxygen concentrations at the surface,

qC = ke(Csat − Csurface) , (4.46)

where the saturation concentration, Csat in mgO2l
−1, is described according toMortimer

[178] by

Csat = 2234.3374 (θsurf + 45.93)−1.31403 , (4.47)

θsurf being the surface temperature of lake water. The oxygen exchange coefficient, ke, is

usually given as a function of the wind speed. Here, the suggestion of Wannikhof et

al. [288],

ke = 0.108U1.64
10 (600/Sct)

0.5 , (4.48)

is adopted. Using a representation of the Schmidt number of oxygen at the surface, Sct,

derived by Stefan and Fang [244], (4.48) can be re-written as

ke = 0.02256
(
0.10656 e(−0.0627θ) + 0.00495

)−0.5
U1.64
10 , (4.49)

where the temperature is given in centigrades and the velocities in ms−1.

4.3.7 Results

Lake Ammer

Lake Ammer is a medium-sized Alpine lake, situated in Southern Germany. It is a channel

like basin with a length of approximately 16 km (from South to North) and maximum
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width of less than 5 km. Its maximum depth is 82m. The topography is illustrated

in the left panel of Fig. 4.33. Meteorological data for this lake were available for the

Figure 4.33: The topography of Lake Ammer (left) and the horizontal orthogonal
grid (right). For later reference: The horizontal velocity components u and v refer to
the local direction of the curvilinear coordinates ξ and η, respectively.

years 1990 and 1996 from the nearby weather station at Wielenbach and also from the

German Weather Service (DWD). They included data of wind speed and direction, air

temperature, humidity, and cloud cover. Limnological data were made available by the

Bavarian Department of Water Management. This institution measured profiles of water

temperature, conductivity, chlorophyll-a, and dissolved oxygen at the deepest part of the

lake (see Fig. 4.33).

Even though Lake Ammer is one of the largest German lakes, apparently measurements of

neither mean flow nor turbulent parameters are known. A three-dimensional circulation

model was used to derive at least some information about the overall dynamics of this

lake. However, none of the results computed by this model could be verified for the lack

of data. For later reference, the computational grid of the three-dimensional numerical

model described in Umlauf et al. [283] is displayed in the right panel of Fig. 4.33.
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Temperature Stratification

The temperature stratification of Lake Ammer was measured at several dates during the

years 1990 and 1996. The model was calibrated with temperature and oxygen data from

1996 and verified with those of the exceptional year 1990, which showed a very pronounced

metalimnetic oxygen minimum of about 1 mgO2/l below the thermocline (see Jöhnk and

Hutter [131]). The model was initialized with a nearly homogeneous temperature profile

as measured on January 2. The total radiative heat flux was derived semi-empirically as

described above; other meteorological parameters were available (see above). The results

for the year 1996 are displayed in the panels of Fig. 4.39 and Fig. 4.40. These figures

show a good overall agreement between the measured data and the computation, and

thus demonstrate the predictive capabilities of the two-equation model.

Nevertheless, at some dates, discrepancies between predictions and measurements can be

observed: The initial formation of the thermocline on April 29 as displayed in Fig. 4.39 is

not met very well by the model: Obviously, turbulent mixing is overestimated and cannot

be out-balanced appropriately by the stabilizing effect of solar radiation until May 29.

From that point, the data are represented remarkably well by the model. Only on July

23 and 29 the model predicts a surface mixed layer of increasing depth in contrast to the

measured data, which exhibit a nearly linear decrease of temperature with depth. This

behaviour is assumed to be related to a strong inflow event from July 9 until July 11,

leading to horizontal advection of differently temperated water which a one-dimensional

model cannot cope with. The simulation results following August 8 again show good

agreement with the data.

Calibration of the Oxygen Model

The results of the temperature simulation confirm the capability of the k-ε model to

provide a sufficient representation of the epilimnetic exchange coefficients and the tem-

perature profiles. However, not much can be said about the exchange processes in the

lower metalimnion and hypolimnion. In fact, after the formation of a stable thermocline

in June (see Fig. 4.39) and after the stored turbulent kinetic energy is dissipated, the

turbulence model calculates only molecular diffusivities in the hypolimnion. Since no in-

formation was supplied about internal wave and boundary layer mixing, this had to be

expected.

It was remarked in the introduction to Section 4.2 that the measured net diffusivities in
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the hypolimnion are in general higher than the molecular value. In this context it was

also illustrated that the seiching induced by long internal waves can lead to a considerable

enhancement of mixing in the bottom boundary layer of a lake. In this case, and if the

near-sediment density stratification is not too strong, the theory developed by Wüest

and Gloor [298] predicts a net hypolimnetic diffusivity much above the molecular level.

However, the same authors also pointed out that if the bottom currents are too weak

and the water adjacent to the sediment is chemically stratified (as it is the case, e.g.,

in Zugersee, Switzerland), almost no boundary mixing occurs and the boundary layer

diffusivities are close to molecular. In this case, enhanced values of the net hypolimnetic

diffusivity are predominantly due to intermittent mixing in local turbulent patches in the

bulk of a weakly stratified hypolimnion.

As already remarked, there are no measurements of hydrodynamical quantities in Lake

Ammer. However, a three-dimensional numerical model15 was available that has been

already successfully applied to Lake Constance, which is in many respects similar to Lake

Ammer (Wang [285], Wang and Hutter [286, 287], Chubarenko et al. [49]). It

is expected that with this tool at least some insight can be gained in the fundamental

dynamics of Lake Ammer, first of all in the structure of the internal oscillations that lead

to enhanced boundary mixing in some other lakes (see discussion in Section 4.2).

The numerical results shown in Fig. 4.34 are taken from Umlauf et al. [283]. This

figure illustrates the reaction of Lake Ammer after the onset of a constant and uniform

wind of moderate strength (3m/s) from South. A typical summer stratification, according

to the measurements introduced above, was prescribed. The main dynamical features are

very briefly discussed here; only the possibility of seiche-induced boundary mixing in Lake

Ammer shall be touched. For a more detailed analysis the reader is referred to the original

publication.

The upper two panels of this figure reveal that, after the onset of the wind, an oscillation

of the alongshore current at the western and eastern shore with a period of about a day is

the predominant flow component. It can be shown that this velocity pattern corresponds

to a Kelvin-type wave, circulating counter clockwise around the lake (see Appendix B).

For the prescribed wind field (blowing along the main axis of the channel-like basin of

Lake Ammer) the lateral u-component of the velocity (see Fig. 4.33) in the lake is very

small (see lower left panel of Fig. 4.34). However, the influence of the Kelvin-type wave

15The model solves the three-dimensional shallow-water equations and the energy equation on a curvi-

linear grid. Turbulent diffusivities are determined by a zeroth-order closure with spatially varying diffu-

sivities. A detailed description of this and a related model is given in Umlauf et al. [283].
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Figure 4.34: Time-series of current speeds at different positions in the stratified Lake
Ammer for a constant and uniform wind of 3m/s from South (starting at t = 0). Upper
panels: Longshore component of the velocity at the western (left panel) and eastern
shore at the depth levels 3m and 5m. Lower panels: Lateral velocity (left panel) and
longitudinal velocity in the middle of the lake at the depth levels 3m, 5m, 10m, 25m,
and 50m. Position labels are shown in the upper right corner of each panel. For the
numerical grid see Fig. 4.33.

is also felt in the longitudinal v-component of the velocity in the middle of the lake (lower

right panel), indicating that the internal Rossby radius is comparable to the channel

width. The hypolimnion is predicted to oscillate with a phase-shift of approximately π

with respect to the epilimnion (lower right panel). Hence, the three-dimensional model

predicts a seiche-induced oscillation of the whole bottom boundary layer of Lake Ammer.

The seiche period of approximately one day is comparable to the period of Lake Alpnach16,

and a comparable resonant effect with the diurnal component of the wind field is to be

16Note, however, that the seiche period of one day in Lake Ammer corresponds to the first vertical

mode, whereas in Lake Alpnach the diurnal wind excites predominantly the second vertical mode.
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expected. It is very likely, that this oscillation causes enhanced mixing at the bottom in a

manner outlined in Section 4.2. However, the hypolimnetic current speed is low (less than

1 cm/s for the given wind speed) and is not comparable to the value of almost 4 cm/s in

Lake Alpnach, even if the model is run with a stronger wind (not shown).

To examine whether enhanced bottom mixing effectively leads to a well-mixed bottom

boundary layer, as in Lake Alpnach, profiles of the oxygen concentration and the conduc-

tivity17 are displayed in Fig. 4.35 for the stagnation period in 1996. Both panels of this

Figure 4.35: Measured profiles of oxygen (left panel) and conductivity (right panel)
at greatest depth of Lake Ammer during the stagnation period in 1996.

figure reveal distinct gradients in the lowest part of the hypolimnion, indicating that the

bottom currents are not energetic enough to completely homogenize the fluid adjacent to

the sediment. Hence, the dynamics of the bottom boundary layer in Lake Ammer must

be considered different from that of Lake Alpnach. This fact does, however, not imply

that there is no mixing at all near the sediment: Since the chemical density stratifica-

tion is weak near the bottom18, even low current speeds can induce a turbulent bottom

boundary layer with high mixing efficiency. The following argument applies: If there is

turbulence at the bottom, the only way to explain why the bottom layer is chemically

not well-mixed, is by assuming a chemical buoyancy flux from the sediment. Strong in-

dicators for the presence of at least some turbulent mixing in the boundary layer are the

17Since the temperature is nearly homogeneous in the lower part of the hypolimnion, conductivity

should be used as a measure for a chemically induced density stratification near the sediment.
18Making a rough estimate, the chemical density stratification in the lower 15 m amounts to N2 ≈

7 · 10−6s−2 (Bührer and Ambühl [23]). This value is low, but nevertheless dynamically relevant.
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completely homogeneous temperature profiles in the lower hypolimnion: Quite contrary,

in Zugersee, where the boundary layer diffusivities are close to molecular, an inverse tem-

perature gradient due to the small geothermal heat flux has been observed (Wüest and

Gloor [298]). Of course, these arguments are somewhat speculative and have to await a

verification by current and microstructure measurements in this lake and a more precise

evaluation of the roles of the near-sediment density stratification and the buoyancy flux

from the sediment.

To account for enhanced hypolimnetic mixing (be it caused by boundary mixing or not),

the most simple parameterization was implemented by adding a constant “background”

diffusivity, νbt , in the hypolimnion. This, of course, led to a new parameter that had

to be found by model calibration. Thus, three parameters, crucial for the hypolimnetic

oxygen budget, had to be specified by the calibration procedure: The sedimentary oxygen

demand, the biochemical oxygen demand, and the hypolimnetic diffusivity of oxygen.

The chlorophyll-a concentration was measured several times and the data were linearly

interpolated to the model’s time-steps (see Fig. 4.37, lower panel).

The calibration parameters were subject to two constraints: First, the computed values

should give a good fit to the measured oxygen profiles. Second, the global oxygen budget

of the hypolimnion should be satisfied.

The total oxygen budget for the lower hypolimnion ranging from the bottom up to a

depth of 40m was formulated as

HOD =
(Ahyp SSOD + Vhyp SBOD)

Vhyp
, (4.50)

assuming zero net flux at the top of this lake compartment, which is presumably a good

approximation for the stagnation period between July and September. The hypolimnetic

oxygen demand, HOD, represents the total, time dependent oxygen depletion of the lower

hypolimnion. SSOD is the sedimentary oxygen demand according to (4.45), and SBOD is

the biochemical oxygen demand, following either from (4.43) or (4.44). Ahyp = 21.3 km2 is

the sediment surface of the lake compartment below a depth of 40m and Vhyp = 0.497 km3

the corresponding water volume. In general, HOD is a function of time. However, during

the stagnation period, the oxygen content in the lower hypolimnion was found to be a

linear function of time, resulting in a constant hypolimnetic oxygen demand of HOD =

0.037 mgO2 l
−1 d−1 (see Fig. 4.36). During this period the oxygen depletion was mainly

due to the sedimentary oxygen demand (see below).

The best curve fit to the measured oxygen profiles, still satisfying (4.50), could be found
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Figure 4.36: Total amount of oxygen in the lower hypolimnion (40
to 80 meters) in 1996 and linear fit to the measured data. The first two
points were not included in the regression.

for the hypolimnetic diffusivity νbt = 2 · 10−5 m2 s−1 and for the bulk sedimentary oxy-

gen demand Sb20 = 1.5 gO2m
−2 d−1 (at 20oC). The temperature adjustment coefficient

was set to θS = 1.13, a value already used by Stefan and Fang [244]. Assuming

a constant temperature in the hypolimnion (justified by the panels in Fig. 4.39 and

Fig. 4.40), (4.45) and (4.50) can be used to compute the biochemical oxygen demand

SBOD = 0.00268 mgO2 l
−1 d−1.

Using (4.43) with a value of νB = 0.1 d−1 and a bulk value of BOD = 0.2 mgO2 l
−1 as

suggested by Stefan and Fang [244] leads to the value of SBOD computed above.

Alternatively, using the arguments that led to (4.44), the biochemical oxygen demand

can be directly related to the concentration of chlorophyll-a. With the parameter kB =

0.075 mgO2 l
−1 d−1, the value of SBOD computed above corresponds to a concentration

of 0.25 µgChla l−1, if all of the biomass represented by the chlorophyll-a concentration

is assumed to be dead and decaying. Both formulae included the same temperature

correction coefficient θB = 1.13 (suggested by Stefan and Fang [244]).

It should be pointed out that besides the obvious relation between SSOD and SBOD via

(4.50), there was a strong dependence of both parameters on the choice of the vertical

hypolimnetic diffusivity, νbt . Similar to the ideas of Imboden and Emerson [121] in

limnology and Parker [188] in oceanography, results of the oxygen model were used
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here to draw inferences about physical quantities, in this case about the hypolimnetic

diffusivity. No measurements of the rate of dissipation or the turbulent diffusivity were

performed in Lake Ammer, so it is difficult to assess the utility of this method. Note, that

the high value for the sedimentary oxygen demand, Sb20, is partly due to the choice of

the vertically constant diffusivity derived with the method above. For all these reasons,

“veracity” of the parameters derived by model calibration cannot be claimed. There were

other choices leading also to good fits to the measured data. For the lack of physical

data, it can merely be stated that the selected parameters are in the range reported in

the literature and do fit the measured data.

The Metalimnetic Oxygen Minimum

The contour plots in Fig. 4.37 give an overall impression of the major parameters re-

lated to the oxygen distribution: Temperature, chlorophyll-a, and oxygen. Some basic

correlations between these parameters are immediately evident from this figure: The high

epilimnetic oxygen concentration at the beginning of May, e.g., is most likely caused by

the high concentration of chlorophyll-a, which indicates the beginning of the algal bloom

triggered by increasing epilimnetic temperatures. Also obvious is the increasing influence

of the sedimentary oxygen demand, leading to a hypolimnetic oxygen depletion during

the months following May.

However, the limits of a one-dimensional model are also indicated by this figure: The

distinctive hypolimnetic oxygen maximum in June (located at a depth of approximately

45m) cannot be explained by any one-dimensional mechanism: Even though the epilim-

netic water is over-saturated at that time (see below), its absolute oxygen concentration

is lower than that in the central hypolimnion, so any internal redistribution of oxygen

cannot be a possible reason. Photosynthetic production also has to be excluded, since the

euphotic depth (see Fig. 4.32) is almost certainly too small and there is not enough light

for algae to maintain their metabolism. The most probable cause for the hypolimnetic

oxygen maximum is the lateral inflow of very cold, saturated riverine water.

A more detailed view of the development of the metalimnetic oxygen minimum is dis-

played in Fig. 4.38. The upper panel of this figure illustrates the situation in spring: As

long as basin-wide mixing occurs the oxygen level is always around saturation. With the

beginning of the spring bloom, the water column stabilizes, the mixing becomes less vig-

orous and due to photosynthetic production oxygen concentrations exceed the saturation

point by far.
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Figure 4.37: Contour plots of the temperature (upper panel), the oxy-
gen (middle panel), and the chlorophyll-a concentration (lower panel) for
1996. Measurements were taken from March 19 (day 79) until November
20 (day 325).

The middle panel, representative for the situation in summer, exhibits a different picture:

Even though the oxygen level in the well-mixed epilimnion is beyond saturation, the

formation of a metalimnetic oxygen minimum has already started. The hypolimnion

is cut off from the high epilimnetic oxygen concentration, and only very little vertical

exchange occurs because of the suppressing effect of stratification. This situation prevails

until autumn (lower panel), when stratification becomes weaker and wind mixing is more

effective. Saturated epilimnetic water can be mixed in, the minimum is filled up slowly

and simultaneously deepened.
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Figure 4.38: From left to right: Total oxygen concentration, relative
oxygen concentration, temperature, and chlorophyll-a concentration in
Lake Ammer in 1996. Upper panel: The spring bloom causes a rise in the
oxygen concentration by photosynthesis; Middle panel: The formation
of the metalimnetic minimum, caused by biochemical oxygen demand,
has started; Lower panel: In autumn, over-saturated oxygenated water
is mixed down and the minimum is slowly filled up.

The model described above was applied to a lake compartment reaching from the bottom

up to a depth of 10 meters to simulate the metalimnetic oxygen minimum. The model

results and the measured data for the period of the oxygen minimum are compared in

Fig. 4.41. Three domains can be distinguished in each panel:

1. A bottom layer of high oxygen depletion. In this region of high sediment area to

water volume ratio, the oxygen budget is dominated by the sedimentary oxygen

demand, which can only partly be balanced by the diffusive transport of oxygen

from above. During the winter/spring turnover this deficit is filled up again.
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2. A hypolimnetic bulk with a combination of sedimentary and biochemical oxygen

demand adding up to a comparably small overall oxygen demand.

3. A region of a metalimnetic oxygen minimum at the top of the hypolimnion. Due

to the low level of photosynthetically active short-wave radiation at that depth,

the oxygen production is low compared to the consumption by respiration and, in

particular, biochemical oxygen demand.

The situation described above is somewhat different from that in smaller lakes with high

transparency, where a metalimnetic oxygen maximum, caused by photosynthetic produc-

tion, may occur (see Stefan et al. [243], Wetzel [292] for the U.S. lakes). Future

studies with the model introduced here will focus on the evolution of the different possible

types of oxygen profiles depending on morphometry, irradiance, and temperature strat-

ification. Their relation to euphotic depth was depicted by Stefan et al. [243] for a

positive heterograd curve. In Lake Ammer we find a negative heterograd oxygen profile,

which can be attributed to the increase of biochemical oxygen demand due to increasing

temperature in the metalimnion persisting throughout the stagnation period.

It can be concluded that the metalimnetic oxygen minimum in Lake Ammer is caused

by the strongly temperature dependent BOD and the onset and duration of a strong

stratification reducing the oxygen transport between epilimnion and hypolimnion. Due

to the effects of self-shading, the euphotic depth in August is somewhat larger than 10m

(Fig. 4.32). The high chlorophyll-a concentration at comparable depth (see figure 4.37)

presumably indicates a low-light adapted type of algae with oxygen balanced between

photosynthetic production and respiration, since there is no evidence in the data of a

change in oxygen content during their occurrence. This hypothesis is supported by simu-

lations for the year 1990 exhibiting much lower metalimnetic oxygen concentrations than

1996 (not shown). This year was characterized by an earlier onset of stratification and

higher overall temperature, leading to a higher oxygen consumption through BOD in the

metalimnion.

Future work will focus on the impact of different climate conditions on temperature struc-

ture and oxygen content. In particular, the formation of a metalimnetic oxygen minimum

is of great importance for the fishery management. Also the influence of horizontal pro-

cesses (like horizontal circulation patterns and inflow/outflow effects) will be addressed.
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Chapter 5

Numerics

5.1 The Finite-Volume Method

The individual differential equations encountered in the preceeding chapters expressed a

certain conservation principle. Apparently, all variables obey a generalized balance law

that can be formulated as

Amϕ̇ =
∂

∂z

(
Ak
∂ϕ

∂z

)
+ ALϕ + AS , (5.1)

where ϕ denotes the variable considered, m a generalized density, k a diffusivity, and

L and S the linear and constant parts of the source term. As discussed in the context

of (4.16) in Section 4.3, the horizontal averaging procedure of conservation equations in

enclosed basins introduces, in addition, the horizontal area, A(z), at position z.

Numerous numerical procedures are known to solve (5.1). Here, a technique, which is

particularly interesting in the context of conservation equations and which is usually

referred to as the Finite-Volume (FV) method, is discussed. The FV method insures

the total conservation of the variable ϕ, no matter how coarse the grid may be. This

property is of great benefit when dealing with conservation equations. Since the method

is well-known1, only the basic principles are discussed and some particularities emerging

in oceanographical and limnological applications are investigated in greater detail below.

The FV method is based on an interesting special case of the method of weighted residuals

with the weighting function set equal to 1 in a finite subdomain (or volume), Vi, and 0

1The Finite-Volume method is described in detail in the excellent book by Patankar [189].
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anywhere else (for the method of weighted residuals, see Finlayson and Scriven [75]).

This concept leads to the weak form of (5.1),∫
Vi

Amϕ̇ dz =

(
Ak
∂ϕ

∂z

)∣∣∣∣fi+1

fi

+

∫
Vi

ALϕdz +

∫
Vi

ASdz , (5.2)

where fi and fi+1 relate to the lower an upper boundaries of the volume2 Vi. Adopting

certain profile assumptions for the quantities appearing in (5.2) (see Patankar [189]),

the integration can be carried out explicitly. With the geometrical quantities defined in

Fig. 5.1 (for either grid, “A” or “B”), the spatially discretized form of (5.2) reads

ϕ̇i = F
u
i

kfi+1

mc
i

(ϕi+1 − ϕi)− F l
i

kfi
mc

i

(ϕi − ϕi−1) +
1

mc
i

(Liϕi + Si) , (5.3)

where the abbreviations

F u
i =

Af
i+1

Ac
i∆iδi+1

, F l
i =

Af
i

Ac
i∆iδi

(5.4)

have been used. ϕ̇i denotes the discretized form of the time derivative of ϕ. The su-

perscripts “c” and “f” refer to quantities at the center or the face of a finite volume,

respectively. As suggested in Fig. 5.1, the volume centers of grid “A” are centered

between the volume faces, whereas the faces of grid “B” are centered between the neigh-

bouring grid centers. This is a consequence of the staggered grids used here, in which

mean quantities are defined on the “A” grid and turbulent quantities on the “B” grid.

The relations obtained above hold unchanged for both grids.

For the boundary volumes expressions can also be obtained. For the lower boundary

volume, the relation

ϕ̇0 =
F u
0 k

f
1

mc
0

(ϕ1 − ϕ0) +
1

mc
0

(L0ϕ0 + S0) +
F l
0δ0
mc

0

q0 (5.5)

can be derived. For the upper boundary volume the relation

ϕ̇N
h = −F

l
Nk

f
N

mc
N

(ϕN − ϕN−1) +
1

mc
N

(LNϕN + SN ) +
F u
NδN+1

mc
N

qN+1 (5.6)

holds likewise (with N replaced by N − 1 for quantities defined on grid “A”). The flux

across the upper and lower volume faces is defined as

q =

∣∣∣∣k∂ϕ∂z
∣∣∣∣ at the volume faces , (5.7)

2In the one-dimensional case considered here, the integration over a volume simplifies to a one-

dimensional integration.
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Figure 5.1: The numerical grids used in the Finite-Volume method. “A” and “B”
refer to the differently centered grid types defined by Patankar [189] (pp. 68). Filled
circles denote the centers of the finite volumes, thick horizontal lines their respective
faces.

where an influx is counted positive by convention.

Note, that the treatment of the boundary conditions for the turbulent quantities (i.e.

quantities on grid “B”) is non-standard here. Most oceanic turbulence models that work
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on a staggered grid (see, e.g., GOTM, http://www.gotm.net) assume the “wall” at the

center of the boundary volume for the turbulent quantities. Flux boundary conditions for

such quantities are then prescribed on the inner faces of the boundary volumes. Bur-

chard and Petersen [30] demonstrated that, due to the strong gradients of some

turbulent quantities near the “wall”, such models may become very inaccurate if pre-

scribed (or Dirichlet) boundary conditions are used. For this reason, the above authors

recommended to generally use flux boundary conditions for the turbulent quantities.

Alternatively, grid “B” illustrated in Fig. 5.1 assumes the “wall” at the outer face of the

boundary volume. It was hoped, that by using this method, the difficulty with the Dirch-

let boundary conditions could be avoided. It turned out that this was indeed the case

but, unfortunately, now the flux boundary conditions could not accurately be described

with a reasonable grid resolution. So the net gain is, say, relative. The recommendation

of Burchard and Petersen [30], to generally use only flux boundary conditions, is

apparently valid only for their special (though popular) type of grid. Since boundary con-

ditions for turbulent quantities are almost always based on asymptotic profile assumptions

(see Appendix A.1), it seems to be a matter of taste, which grid is preferred. A collocated

grid, which describes all variables at the same positions would probably provide a solution

to the boundary face problem. Even though there are a number of industrial applications

of the FV method on collocated grids (see Ferziger and Perić [74]), they seem to be

largely ignored in oceanography.

The discretized equations for ϕ̇, (5.3), and the boundary conditions, (5.5) and (5.6), can

be conveniently re-written in the form

ϕ̇i = Kijϕj + ri . (5.8)

The vector ri is then given by

ri =



F l
0δ0
mc

0
q0 +

1
mc

0
S0

· · ·
· · ·
1
mc

i
Si

· · ·
· · ·

Fu
NδN+1

mc
N
qN+1 +

1
mc

N
SN


, (5.9)

where q0 and qN+1 denote the fluxes of ϕ at the lower and upper volume faces, respectively.

For a simple diffusion equation with source terms, as it is considered here, the spatial
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discretization leads to a tri-diagonal matrix of the form

Kij =



− F u
0

kf1
mc

0

+
1

mc
0

L0

F u
0

kf1
mc

0

0 0 0

· · · · · · · · · · · · · · ·

0 F l
i

kfi
mc

i

− F l
i

kfi
mc

i

− F u
i

kfi+1

mc
i

+
1

mc
i

Li

F u
i

kfi+1

mc
i

0

· · · · · · · · · · · · · · ·

0 0 0 F l
N

kfN
mc

N

− F l
N

kfN
mc

N

+
1

mc
N

LN



(5.10)

where the dots mark omitted lines in the matrix. Here, (5.9) and (5.10) are formulated

for turbulent quantities on grid “B”. For mean flow quantities on grid “A”, N has to be

replaced by N − 1 in these equations, which remain unchanged otherwise.

5.2 Discretization of Non-Negative Variables

Turbulence models have to insure that certain turbulent parameters, which are non-

negative by definition, cannot assume values smaller than zero. Examples are the diag-

onal elements of the Reynolds stress tensor and their sum, the rate of dissipation ε, the

turbulent length scale l, and the turbulent frequency ω. In addition, if the condition

ϕ ≥ 0 is satisfied identically, the relation

ϕ̇ > 0 , if ϕ = 0 (5.11)

has to hold. Models that conform to these conditions are usually referred to as realizable.

Clearly, a numerical scheme should preserve the realizability of the physical model. If

a non-negative variable is discretized according to (5.3), this requirement leads to the

following consideration: If it is assumed, that ϕi approaches zero at a single grid point,
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(5.3) reduces to

ϕ̇i = F
u
i

kfi+1

mc
i

ϕi+1 + F
l
i

kfi
mc

i

ϕi−1 +
1

mc
i

Si . (5.12)

Then, since all quantities on the right hand side of this equation, except Si, are either

positive or zero by definition, a necessary condition for numerical realizability, analogous

to (5.11), is

Si > 0 . (5.13)

Patankar [189] arrived at the same result, however, with a different argument.

There is another requirement for the numerical scheme, which is not only related to non-

negative variables. Assuming that the variable ϕ is stationary, (5.3) simplifies to(
F u
i

kfi+1

mc
i

+ F l
i

kfi
mc

i

− 1

mc
i

Li

)
ϕi = F

u
i

kfi+1

mc
i

ϕi+1 + F
l
i

kfi
mc

i

ϕi−1 +
1

mc
i

Si . (5.14)

Patankar [189] remarked in this context that for given grid geometry, diffusivity and

source terms, on physical grounds, the value of ϕi should increase if one or both of the

neighbour values increase. This argument leads to the necessary condition

Li < 0 . (5.15)

A violation of this condition can lead to a fatal feedback between an increasing value of

ϕi and an increasing contribution of the linear source term.

To insure (5.13) and (5.15), Patankar [189] suggested to split the source term of a non-

negative variable in a positive and a negative contribution, Spos
i and Sneg

i , respectively,

and set

Si = S
pos
i , Li =

Sneg
i

ϕ∗
i

, (5.16)

where ϕ∗
i is the current value of the ϕi, either from the last time-step or from the last

iteration (see below).

5.3 Discretization of the Boundary Conditions

Since some mean and turbulent quantities exhibit strong gradients when approaching

a rigid wall (see Appendix A.1), care must be observed in discretizing the boundary

conditions. An example is the velocity in the logarithmic region of the law-of-the-wall
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in the bottom boundary layer, which behaves according to (A.10). This equation is re-

written here for the velocity ucb at the lowest grid point, zcb , as

ucb =
u∗
κ

ln

(
zcb + z0
z0

)
, (5.17)

where z0 denotes the roughness length of the sediment. Using the relationship u2∗ = −τb/ρ
with the bottom momentum flux τb, (5.17) can be squared and solved for u2∗ as a function

of tucb. In the two-dimensional case one obtains

τxb
ρ

= −κ
2

r2
ucb
√

(ucb)
2 + (vcb)

2 ,

τ yb
ρ

= −κ
2

r2
vcb
√

(ucb)
2 + (vcb)

2 ,

(5.18)

where τxb and τ yb denote the shear stresses in the x and y directions at the bottom,

respectively, and

r = ln

(
zcb + z0
z0

)
. (5.19)

Other authors (e.g. Baumert and Radach [12]) pointed out that the FV method is

based on an integral average of variables in a finite volume, and hence for the evaluation

of this average advantage should be taken of the known profiles in the logarithmic region.

The average of the velocity in the lowest volume is defined by

ub =
1

∆b

∫ zfb +∆b

zfb

u(z) dz , (5.20)

where ∆b is the height, and zfb the position of the lower face of the lowest volume. An

explicit expression for ub can be obtained by integrating (A.10) over the lowest volume.

If now, in the spirit of the FV method, ucb is identified with this average, expressions

identical to (5.18) are obtained. However, the factor r is now defined as

r = ln

[
1

e

(
1 +

1

p

)p+1
z0 + z

f
b

z0

]
, p =

z0 + z
f
b

∆b
. (5.21)

This equation generalizes previous results, since it applies to all kinds of boundary vol-

umes, provided the boundary volume is entirely inside the logarithmic flow region3.

Analogously, the rate of dissipation at the center of the lowest volume can be either

computed directly from (A.6)1,

εcb = (c0µ)
3 k

3
2

κ(zcb + z0)
, (5.22)

3In the context of dynamical boundary layers in lakes (see Section 4.2), this implies that zfb + ∆b

should be considerably smaller than 1m.
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or by identifying the value of εcb with the average value of ε in the lowest volume,

εb =
1

∆b

∫ zfb +∆b

zfb

ε(z) dz . (5.23)

If this integral is solved for the known profile of ε in the logarithmic part of the law-of-

the-wall, (A.6)1, εb can be obtained from

εb =
(c0µ)

3k
3
2

κ(z0 + z
f
b )

ln

(
1 +

1

p

)p

, (5.24)

where the geometrical quantities p and zfb have already been defined in the context of

(5.21).

Similar considerations lead also to an expression for the value of ω in the lowest volume.

It turns out, however, that both, the direct and the volume averaged versions of the

boundary conditions yield almost identical results for the numerical grids used here. Even

though both alternatives are available in the program code, it is recommended thus to

use the direct evaluation from the law-of-the-wall relations, since the computational costs

are slightly smaller.

5.4 Time-Stepping Schemes

The spatial discretization of (5.1) with a FE or FV method leads to a linear system of

first order differential equations for the variable ϕ of the form

Mϕ̇ = K∗ϕ+ r∗ , (5.25)

where M and K∗ are usually referred to as the mass matrix and the coefficient matrix,

respectively. r∗ is the vector of the right hand sides. If a FE method is used, the mass

matrix, emerging from the spatial discretization of the left hand side of (5.1), is in general

not strictly diagonal4. There are, however, techniques to diagonalize M (see Reddy

[198]). If a FV discretization is adopted, the resulting mass matrix is always diagonal. In

such cases, M can easily be inverted and (5.25) is immediately re-written as

ϕ̇ = M−1 (K∗ϕ+ r∗) = Kϕ+ r︸ ︷︷ ︸
R

, (5.26)

4In most cases, the mass matrix will be banded with small bandwidth.
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where in the last step the inverse (also diagonal) mass matrix, M−1, was absorbed into

the new coefficient matrix, K, and the new vector r. Then, (5.26) is identical to (5.8)

derived above.

(5.26) is advanced in time with a generalized multi-step method, written down here for

an equidistant time-step, ∆t, in the form

ϕt+1 = α0ϕ
t + α1ϕ

t−1 + α2ϕ
t−2 + (. . .)

+ ∆tβimplR
t+1 +∆tβ0R

t +∆tβ1R
t−1 + (. . .) ,

(5.27)

where ϕt+i := ϕ(t + i∆t) and Rt+i := R (t+ i∆t,ϕ (t+ i∆t)). For β0, β1, . . . = 0 the

so-called implicit backward differencing formulae (BDF) are obtained. On the other hand,

for α0 = 1 and α1, α2, . . . = 0 some well-known quadrature-based implicit methods can be

recovered (Törning and Spellucci [269]). In the latter case, (5.27) can be re-arranged

as (
Kt+1 − 1

βimpl∆t
I

)
ϕt+1 = −rt+1 − 1

βimpl∆t
ϕt − β0

βimpl

(
Ktϕt + rt

)︸ ︷︷ ︸
R

t

− β1
βimpl

(
Kt−1ϕt−1 + rt−1

)︸ ︷︷ ︸
R

t−1

− (. . .) ,
(5.28)

where use was made of the definition of R in (5.26). Parameters for the schemes imple-

mented in the numerical code are given in Tab. 5.1.

β impl β0 β1

Euler (Backward) 1 0 0

Trapezoidal Rule 1
2

1
2

0

Adams-Moulton (2nd order) 5
12

8
12

− 1
12

Table 5.1: Coefficients of different multi-step meth-
ods based on quadrature according to (5.28).

Clearly, Kt+1 and rt+1 in (5.28) depend on ϕt+1. Hence (5.28) is in general a non-

linear system that can only be solved iteratively. Here, the equations for the different

mean flow and turbulent quantities are solved successively and due to their non-linear

coupling, the time-step has to be reduced to small values for reasons of accuracy. Since

the computational cost for one iteration is not much smaller than that for a complete

time-step, no advantage was felt in using an iteration procedure (even though it was
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implemented). Instead, it is recommended to apply a simplified, quasi-implicit scheme of

the form(
Kt − 1

βimpl∆t
I

)
ϕt+1 = −rt − 1

βimpl∆t
ϕt − β0

βimpl

(
Ktϕt + rt

)︸ ︷︷ ︸
R

t

− β1
βimpl

(
Kt−1ϕt−1 + rt−1

)︸ ︷︷ ︸
R

t−1

− (. . .) ,
(5.29)

which can be solved directly, since Kt and rt (and hence also the boundary conditions)

are evaluated at the current time-level. In other words: The time-step is also the iteration-

step.

5.5 Numerical Performance

To investigate the numerical robustness of the k-ε model and the k-ω model, a few very

brief tests are shown here. Since both models perform quite similarly in stably stratified

flows, all tests reported here deal with unstratified situations. It turned out, surpris-

ingly, that in such situations the k-ω model exhibits a behavior very different (and very

undesirable) compared to the k-ε model under certain circumstances.

First, the shear-driven unstratified entrainment experiment of Fig. 5.2 is considered. The

parameters given in this figure correspond to a situation typical for an unstratified lake

in winter, 6 hours after the onset of a wind of medium strength. Three different types

of numerical grids have been used: 1.) A very fine grid with a resolution of 0.2m and

additional zooming at the boundaries. This is probably the finest resolution a three-

dimensional model allows for at present. 2.) A homogeneous grid of the same resolution

3.) A coarse homogeneous grid with a resolution of 2m.

It is apparent from Fig. 5.2 that in the largest part of the mixing layer the grid resolution

plays only a marginal role. Especially notable is the fact that both models deal very well

with the strong velocity gradients close to the surface. However, some differences are

visible close to the entrainment region. There, a coarser grid leads to deeper entrainment.

The k-ε model performs slightly better than the k-ω model.

Differences between the models become more obvious from profiles of the turbulent dif-

fusivity of momentum, as displayed in Fig. 5.3. In contrast to the k-ε model, the k-ω

model exhibits considerable differences between the diffusivity computed with the fine

grid and that computed with the fine, zooming grid in a large part of the mixing layer.
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Figure 5.2: Velocity at height, h, after 6 hours of entrainment in an unstratified fluid,
driven by a constant surface stress, for different grid resolutions. “Zoom” refers to a
grid with higher resolutions at the boundaries. Left panel: k-ε model. Right panel:
k-ω model. z0 = 10−3 m, u∗ = 6 · 10−3 ms−1, ωmin = 10−3 s−1.

Figure 5.3: Same as Fig. 5.2, but now for the turbulent diffusivity, νt.

The situation is even worse with the coarse grid: Compared to the finest grid, the k-ω

model predicts deviations of more than a factor of three in some parts of the mixing layer.

The deviations of the k-ε model, though also considerable, are much smaller in this case.

The most serious problem with the k-ω model in unstratified entrainment situations is,
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however, caused by its sensitivity to the value of ω prescribed in the quiescent region below

the entrainment layer. In numerical codes very small values for the turbulent quantities

have to be prescribed in this region in order to avoid divisions by zero. If these values

are made small enough, their effect on turbulent quantities in the mixing layer and, in

particular, on the entrainment depth should be felt neither in stratified nor in unstratified

entrainment situations. Indeed, this behavior is corroborated by the computed results of

the k-εmodel in all cases (not shown). Unfortunately, however, the k-ω model is extremely

sensitive with respect to the value of ωmin prescribed in the quiescent region below the

mixing layer. Fig. 5.4 reveals that the maximum value of the turbulent diffusivity and

the entrainment depth are strong functions of ωmin. It is thus impossible to fix the “real”

Figure 5.4: Same as Fig. 5.3, but now after 3 hours shear entrainment with the high
resolution zoomed grid and different values for ωmin. Only the k-ω model is displayed.

entrainment depth predicted by this model. In fact, for the computations of Fig. 5.2 and

Fig. 5.3 the value of ωmin has been adjusted for the k-ω model to predict an approximately

equal entrainment depth as the k-ε model.

Even though it is not shown here, a very similar problem also appears in unstratified,

shear-free entrainment situations. Moreover, the sensibility of the k-ω model with respect

to ωmin seems not to be a numerical problem, since the effect appeared also for the
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finest grid resolution. Note, that no comparable complications appear in the stratified

case. Then, the value of ωmin can be chosen as small as desired and, in fact, the k-ω

models appears to be even somewhat more robust than the k-ε model. Nevertheless,

the theoretical superiority of the k-ω model, illustrated in the preceeding chapters, is

overshadowed by this numerical problem and the universal applicability of the k-ω model

has to await a solution.
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Chapter 6

Object-Oriented Programming

Techniques in Turbulence Modelling

6.1 Introduction

Most institutions involved in scientific computation projects have to face a considerable

consumption of man-power, devoted to the search for subtle errors in complicated and

large programs. This fact should neither be considered a fate nor a consequence of incom-

petent staff. It should rather be accepted that complex, large-scale numerical software

can only be developed, maintained, and extended at extravagant expenses, because of the

fact that most often antiquated structural programming languages like FORTRAN are

applied. Even though in particular FORTRAN has undergone a considerable evolution

during the past decades (see Dubois [66]), compatibility requirements with early versions

of this language prohibit the elimination of many of its deficiencies, namely its low level

of abstraction, its restricted type-safety, and its limited re-usability.

As an answer to the inherent problems of structural languages in large software projects,

a number of so-called object-oriented languages with a high level of abstraction appeared.

Because of its compatibility with the very popular structural language C, it was in partic-

ular C++, developed by Stroustrup [248], that attracted considerable interest in the

scientific computing community since about a decade (Wong et al. [296], Steiner et

al. [245]). Even though the advantages of using this language in scientific computing

have been illustrated many times and numerous successful techniques are known (see e.g.

Barton and Nackman [8]), the advocators of structural languages tenaciously produce

165
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two apparently timeless arguments against it: “C++ is too complicated” and “C++ is

too slow for scientific computing”.

To reply to the former statement, one first needs to find an agreement about what the

stereotype complicatedmeans in this context. Of course, there is little doubt that C++ will

appear complicated to a FORTRAN programmer, simply due to the fact that it is different

from FORTRAN (and, admittedly, since its grammar and semantics are somewhat more

extensive). On the other hand, however, I am convinced that the formulation of any

complex mathematical model in terms of an abstract and truly object-oriented computer

language is much more readable and understandable (and hence exactly not complicated)

compared to FORTRAN or any other structural language1. Scientific computing has

become computational science, and as within any other scientific field it is evident that

a higher level self-contained theory opens up new vistas and new understanding from

a different and elevated point of view2. In terms of computer languages this statement

expresses the fact that “language shapes the way we think and determines what we can

think about” (Stroustrup [248]).

The second statement, “C++ is not fast enough”, indicates that speed may be an im-

portant issue for some scientific applications. A couple of interesting investigations upon

this topic have been conducted and, in fact, less than a decade ago, Haney [98] had to

state that speed differences between C++ programs for typical numerical matrix opera-

tions and similar programs written in C or FORTRAN “may be uncomfortably large”.

The evolution of compiler technology and class design, however, advanced extremely fast,

and a couple of years later this and other authors pointed out that C++, even though

allowing for a high level of abstraction, now also was able to retain a reasonable run-time

efficiency (Haney [99], Robinson [204], Haney and Crotinger [100]). Since then,

many scientists were drawn to C++, since it offers the possibility to translate physical

models and mathematical expressions more directly into readable and maintainable code.

It is thus no wonder that a drastically increasing number of object-oriented scientific soft-

ware could be observed, an impressive example being the Finite-Element method: Even

though first object-oriented approaches to this method were reported not before the early

1990’s (see Mackie [158]), today the reference list of the last few years alone fills several

pages (Mackerle [157]).

1Readers sceptical about this statement should risk the trauma of having a look in the FORTRAN

source code of a large-scale Finite-Element program.
2A more practical argument for studying object-oriented languages could be added: It takes typically

one week to either study a standard text book on object-oriented techniques or to find an intricate

memory segmentation fault in a large-scale numerical FORTRAN code.
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A couple of object-oriented multi-purpose frameworks for efficient numerical computations

are known3, but only few suggestions have been reported specifically for computational

fluid dynamics and, in particular, for turbulence modelling. Here, an object-oriented

approach to turbulence modelling, using state-of-the-art object-oriented techniques is at-

tempted. This chapter may also be perceived as part of a manual for the numerical

software.4

6.2 Basic Concepts

The mathematical models developed in the preceeding chapters were translated to an

object-oriented design using the programming language C++ (Stroustrup [248]). In

this chapter, however, the object-oriented framework will be expressed in terms of the

so-called Unified Modeling Language (UML). Even though developed only recently (see

Booch et al. [18]), UML has already become a standard for the specification and

visualization of object-oriented concepts independent of the actual programming language.

UML was chosen, since the basic principles of this meta-language are easy to grasp and

even readers with little or no background in object-oriented design will be able to follow

through the text, at least to some degree.

The development and testing of the numerical software presented here would not have

been possible in the short time that was available without the extensive use of existing

libraries. Generic lists, vectors and countless other utilities were provided by the Standard

Template Library (STL), an object-oriented package that was so successful in the past,

that it is sometimes considered a native part of C++ now (Stroustrup [248]). Matrix

operations were based on the object-oriented Matrix Template Library (MTL), a very

fast, generic tool developed recently by Siek and Lumnsdaine [226]. It appears to be

probable, that this library will also become a standard like the STL in the near future.

Since MTL is still in development, suitable capabilities for the inversion of matrices were

not yet available. Instead, matrix inversions were performed by using the LAPACK

library (see Anderson et al. [5]). LAPACK contains more than 500 000 lines of

excellently tested and established FORTRAN code for all types of matrix manipulations.

3The POOMA project, initiated at the Los Alamos National Laboratory (LANL), is an excellent exam-

ple of an object-oriented framework for applications in computational science requiring high-performance

parallel computers. (see http://www.acl.lanl.gov/PoomaFramework/index.html)
4Readers not familiar with object-oriented programming are encouraged to continue reading. It is the

purpose of object-oriented techniques to make things easier or at least to make difficulties apparent. Thus,

many of the concepts outlined below are intuitively comprehendible, even with little or no experience.
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It would have been a dogmatic re-invention of the wheel not to use these facilities. The

FORTRAN routines were wrapped in C++ interfaces in order to make them accessible for

more abstract operations in a manner described in Barton and Nackman [8]. Hence,

most low-level operations are executed in FORTRAN, and a possible performance penalty

of C++ (see above) could be excluded from the outset.

6.3 A Simple Class

As with any other language, object-oriented languages have their own grammar and vo-

cabulary and their own conventions and definitions. It is evident that this section cannot

replace a textbook on object-oriented techniques, and thus the descriptions given here

should be perceived as working conventions, rather than as the precise definitions given

by the creators of UML and C++.

First, it should not come as a surprise that object-oriented methods deal with objects. In

the context of objects, the following useful working definitions apply:

• Objects with common attributes and operations can be grouped into classes. New

classes introduce new types, extending the built-in types like int (for integers) or

float (for floating point numbers).

• Attributes of a class describe the properties of its objects or, in other words, what

its objects consist of.

• Operations of a class describe the behavior of its objects, or, in other words, what

one can do with its objects.

• All objects of a class have the same attributes, but the attributes of each object can

adopt different values. The values of all attributes of an object collectively define

its state.

Fig. 6.1 explains the above definitions by means of the simple class LinearSystem, which

is actually part of the class library developed here. This figure illustrates that a class is

depicted in UML as a rectangle with three compartments divided by horizontal lines5.

The name of the class is found in the upper compartment, the attributes in the middle,
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LinearSystem
-a: T_Matrix
-x: T_Vector
-b: T_Vector
+getA()
+getX()
+getB()()
+setColumn()
+setRow()
+solveYourself()
+printYourself()

T_Matrix
T_Vector

Figure 6.1: Class LinearSystem, used to assemble and solve a linear system.

and the operations in the lower compartment.

As shown in Fig. 6.1, the attributes of the class LinearSystem are the following objects:

The matrix, a, the vector of the unknowns, x, and the vector of right hand side, b. In

accordance with

Ax = b , (6.1)

this is what most readers perceive a linear system should consist of6.

The type of each attribute is depicted after a colon to the right of the object’s name.

E.g., the type of the matrix, a, is recognized to be T Matrix. However, no information

so far was given about what properties and what behavior objects of the type T Matrix

should have and, in fact, this was no coincidence: There are many different types of

matrices known in mathematics (e.g. tridiagonal, sparse, banded, symmetric, ...), and

the LinearSystem should be usable with all of the them. To make the LinearSystem

independent of the actual type of the matrix, use of template parameters was made, a

very powerful feature of C++. With this technique, the desired type of the matrix, a,

can be given as an additional parameter from outside the class. Template parameters are

depicted in UML as character strings in a small rectangle in the upper right corner of the

class. Indeed, the type of the matrix, a, is seen to coincide with the name of the template

parameter, T Matrix. Any matrix type that can be generated with the MTL library can

be substituted for the template parameter. The same arguments apply to the type of the

vectors x and b, called T Vector. Besides matrices, there are also several different vector

5The little rectangle in the upper right corner is a UML convention for the specification of so-called

“template parameters”. This is discussed below.
6Note, that object names are generally written uncapitalized in UML. This is the reason, why “a”

was used instead of the capital “A” as in (6.1).
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types that can be generated with the MTL library.

As remarked above, the operations of the class LinearSystem are depicted in the lower

compartment of the class diagram in Fig. 6.1. These operations define what one can

do with an object of this class. The first operation, getA(), makes the elements of the

matrix, a, accessible. If it is called with two arguments7, describing the row and the

column number of the matrix, a, it will return the appropriate matrix element. Clearly,

this operation is crucial for the element-wise assembly of the global coefficient matrix in

any numerical scheme. Similar operations follow, granting access to other parts of the

linear system, e.g. to the vector of the unknowns, x, and the vector of the right hand

sides, b. Also provided are operations allowing for the assignment of values to complete

columns and rows of the matrix (getColumn(), getRow()).

The operation solveYourself() executes the solution of the LinearSystem after the

matrix and the right hand side have been assembled. Without going into detail, it should

be pointed out that this operation recognizes the type of the matrix, a, chooses an ap-

propriate solver and solves the system. This is consistent with the perception that the

way, in which a linear system is solved, should depend only on the type of its matrix.

Currently, direct solvers for several standard matrix types from the LAPACK library

(written in FORTRAN), but also some iterative solvers from the MTL library, are pro-

vided. LinearSystem is thus a very flexible class that can be used with any object-oriented

numerical code.

6.4 The Abstraction of a Transport Equation

It was illustrated in Chapter 5, that the general transport equation (5.1) can be discretized

in form of the linear system (5.29). Now, the problem has to be attacked, how this

procedure can be abstractly expressed in an object-oriented vocabulary.

An appropriate class, Transport 1D, is presented in Fig. 6.2. This class contains all

information about the geometry, the assembly of the linear system, the boundary con-

ditions and the numerical time-stepping method. The knowledge about the numerical

grid and the spatial discretization (e.g., how to compute gradients of a grid variable) has

been delegated to the first attribute of Transport 1D, an object called geom. The type of

this object is determined by the template parameter T Geometry in a way outlined above.

7For clarity, the arguments of most operations have been omitted here.
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With this method, Transport 1D will be usable with different types of discretization tech-

niques, depending on the class, which the object geom belongs to. One particular class,

FV Geometry (not shown), was developed here to implement the Finite-Volume method

introduced in Chapter 5. Other geometry classes, for example a class called FE Geometry

implementing a Finite-Element method, could be developed and substituted.

Transport_1D
-geom: T_Geometry
-ls: LinearSystemType
+discretizeYourself()
+setLowerBoundaryFlux()
+setUpperBoundaryFlux()
+setGridValue()
+doTimestepOn(v:EulerVariableType,dt:ValueType)
+doTimestepOn(v:TrapezoidalVariableType,dt:ValueType)
-solveLinearSystem()

T_Geometry

Figure 6.2: Class Transport 1D, used to discretize the one-dimensional transport
equation.

The second attribute of Transport 1D is the object ls of type LinearSystemType. This

type has to correspond to some variant of the class LinearSystem introduced above.

The types of the template parameters of this class, T Matrix and T Vector, have to

be “known” by the geometry class of type T Geometry, because the structure of the

matrix follows directly from its discretization. The Finite-Volume method, e.g., leads to

tridiagonal matrices (see Chapter 5) and hence the class FV Geometry must store type

information about a tridiagonal matrix from the MTL library, used to replace the template

parameter T Matrix.

The operation discretizeYourself() triggers the discretization of the transport equa-

tion and assembles the matrix in the linear system, ls. It is clear, that to this end

discretizeYourself() has to rely heavily on the services provided by its attribute,

geom. Other operations are provided in order to set the appropriate boundary conditions

(see Fig. 6.2). More interesting are the operations performing the different types of time-

steps, doTimstepOn(...). One of their arguments is the field variable, v, supposed to be

stepped forward in time. Field variables can be objects of several different classes, de-

pending on the time-stepping scheme used to advance them in time. For the trapezoidal

time-step, e.g., the object v will be of type TrapezoidalVariableType. Class diagrams

for the different variable types are not given here, but without going into much detail,

it should be noted that the variable, v, does not only provide storage for the actual grid

values, but also for the right hand sides of the linear system at past time-steps, i.e. Rt,
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Rt−1, . . . in (5.29). As explained in the context of this equation, the number of right

hand sides to be stored depends on the time-stepping procedure. Since the right hand

sides contain information about the “history” of the variable, it was felt that the most

appropriate place for them was in the object, v, itself8.

The operation doTimestepOn(...) automatically recognizes the type of the variable

in its argument and performs the corresponding time-step. At the end of each time-

step, when the matrix and the right hand side are assembled, doTimestepOn(...) calls

solveLinearSystem(), which in turn calls the operation solveYourself() of the at-

tribute ls (the linear system, see above).

6.5 The Class Structure of Turbulence Models

It was illustrated in Chapter 2 that the Reynolds decomposition of turbulent fields leads

to ensemble averaged variables describing the mean flow, and, on the other hand, to a

number of statistical quantities describing the properties of the turbulence. The evolution

of the mean flow is determined by the Reynolds Averaged Navier Stokes equations (called

RANS in the following), and the turbulence is described by a turbulence model. Note, that

in these two sentences the essential vocabulary (written in italic style) of an appropriate

class structure has already been spelled in a natural way.

Fig. 6.3 depicts the main classes and their relations. Class diagrams for the classes

MeanFlow and Turbulence, introduced in this figure, are not given here. However, their

structure is very simple, since they consist primarily of several field variables (of type

T Variable, see above) expressing the mean flow and turbulent fields. Among them are

the different velocity components, the temperature, but also the turbulent diffusivities,

and the turbulent correlations. The operations of the classes MeanFlow and Turbulence

simply give access to each of their variables.

It is seen from Fig. 6.3, that the class RANS, explained in detail below, is responsible for

the correct time-stepping of the variables contained in an object of the class MeanFlow. To

this end, it needs information about the Turbulence and about the boundary conditions

of the mean flow, MeanBCs (this class is also not shown here). The class TurbModel,

explained below, provides operations to compute the turbulent fields. Clearly, for these

8It would have been probably more elegant to derive each of the different classes for the variables from

a common base class. However, frequently accessed abstract operations, necessarily introduced then,

might have caused a critical performance drawback.
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MeanFlow

Turbulence

TurbModel RANS

TurbBCs

MeanBCs needs

needs

needs

updates

updates

needs

Figure 6.3: Global structure and relations of classes for the description of turbulent
flow.

operations some knowledge about the MeanFlow and the boundary conditions for the

turbulent quantities, TurbBCs (not shown), is required.

The purpose of an object of the class RANS, depicted in Fig. 6.4, is to update all variables

contained in an object of the class MeanFlow (velocities, temperature, . . . ). Since the

RANS
-equation: Transport_1D
-constSource: VectorType
-linearSource: VectorType
+updateMeanFlow(:MeanFlowType,:TurbulenceType,:MeanBCsType)
-updateU()
-updateV()
-updateT()
-doTimestep(v:T_Variable,lowerBC:BCType,upperBC:BCType)

T_Variable

Figure 6.4: Class RANS, describing the Reynolds Averaged Navier-Stokes equations
(RANS).

evolution of all variables is governed by the generalized transport equation, expressed by

the class Transport 1D, an object of this type, equation, is found among the attributes in

Fig. 6.4. The other two attributes listed in this figure, constSource and linearSource,

are needed to hold the source terms of the respective variable at each time-step, e.g.

the Coriolis forces for the velocity components or the radiative heat production for the

temperature.

The most important operation, updateMeanFields(...), performs a time-step on the

mean fields. It needs, obviously, objects of the classes MeanFlow and MeanBCs, but also

some information about the Turbulence (for example the turbulent diffusivities). This
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operation will in turn call some helper operations, e.g. the operation updateU(), which

assembles the appropriate source terms for the velocity component u and finally calls

doTimestep(...). The source terms will be forwarded to the object equation during

each time-step.

6.6 The Abstraction of an Algebraic Stress Model

All parts of the general framework, shown in Fig. 6.3, have been briefly addressed so far,

except the class TurbModel, which represents the turbulence model. However, a flexible

and efficient abstraction for a turbulence model is much more difficult to find than that

for the RANS, simply due to the fact that there is a large number of different turbulence

models based on different structures, and all have to fit in the framework. Here, a general

solution, applicable for any Algebraic Stress Model (ASM) is suggested.

The fundamental class hierarchy of such a turbulence model is illustrated in Fig. 6.5.

The arrows seen in this figure denote a new fundamental relation between classes that

was not encountered yet: Inheritance or derivation from base classes. Arrows point from

the derived class to its base class. The class CanutoASM, e.g., is derived from its base class

TurbModel. Only the most important aspects of inheritance can be mentioned here, for

KeModel

TurbModel

CanutoASM

KeCanutoASM

Figure 6.5: Inheritance pattern for an Algebraic Stress Model (ASM).

a precise definition of this class relation the reader should refer to a standard text book

on object-oriented techniques (e.g. Stroustrup [248]). The mechanisms of inheritance

are governed by the following basic rules:

• public and protected attributes of a base class are inherited by a derived class. This

means that the operations of the derived class have access to such attributes of a
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base class as if they belonged to the derived class itself. Public attributes are denoted

with the symbol “+” in UML, protected attributes with the symbol “#”. Private

attributes, denoted with the symbol “−”, cannot be accessed from outside the class,

not even from a derived class.

• Public and protected operations provided by a base class are also inherited. This

means that such operations can be called with objects of a derived class as if they

belonged to the derived class itself.

• Operations of a derived class override operations of a base class, if they have the

same signature, i.e. the same name and the same arguments. This mechanism

is known as polymorphism. Operations with the same name, but with different

arguments are not overridden. Examples are provided below.

The class CanutoASM, shown in Fig. 6.5, refers to the ASM of Canuto et al. [38]

(introduced in Chapter 2). This model will serve as an example here, but it could have

been replaced by any other ASM. CanutoASM was derived from the base class TurbModel,

since it is semantically clear that the ASM of Canuto et al. [38] is a turbulence model

in general. On the other hand, however, it is evident from the original publication that

this ASM also is a two-equation model, and thus should be derived from a two-equation

model, say from a k-ε model, as well. C++ allows to resolve this apparent contradiction

by a mechanism called multiple inheritance, allowing classes to have more than one base

class: The new class KeCanutoASM is derived from both, the class CanutoASM and the

class KeModel, which implements the functionality of a k-ε model. Thus, KeCanutoASM

inherits all public and protected attributes and operations of both of its base classes. It

will be seen below, that this class structure is a very powerful concept.

Fig. 6.6 illustrates that the base class TurbModel is somewhat different from the classes

encountered above: First, it does not contain any attributes. Second, its operations are

written slanted, an UML convention for abstract operations9. Abstract operations do not

implement any functionality and have to be overridden by operations of the same signa-

ture (see above) in one of the derived classes, which actually implement a functionality.

It is evident, that no meaningful objects can be created from a class that has only ab-

stract operations and no attributes. Such classes are referred to as abstract classes, their

names conventionally also written slanted in UML. Abstract classes are an abstract rep-

resentation of a certain expected functionality and serve as so-called interface base classes,

through which the functionality of derived classes can be accessed.

9In C++ such operations are referred to as pure virtual member functions.
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TurbModel

+updateYourself(:MeanFlowType,:TurbulenceType,:TurbBCsType)
+computeTurb(:MeanFlowType,:TurbulenceType)
+giveKappa()

T_Variable

Figure 6.6: Abstract interface base class TurbModel, providing flexible access to the
functionality of the complete turbulence model.

The interesting question is now, what is the abstract functionality of a turbulence model?

Here, it is assumed that the essence of any ensemble-averaged turbulence model is its

ability to compute turbulent quantities from a given mean flow and its history, provided

a turbulent length-scale and a turbulent time-scale are known (see, e.g., the discussion in

the context of equation (18) of Speziale [237]). In the class TurbModel, this functionality

is abstractly expressed by the two operations computeTurb() and updateYourself(),

shown in Fig. 6.6. The former operation takes an object of the type MeanFlowType as its

argument to compute an object of the type TurbulenceType. The operation updateY-

ourself() was provided as a means of updating internal variables of the turbulence

model, expressing the turbulent length-scale and the turbulent time-scale10.

Essentially, the complete functionality of any ensemble averaged turbulence model is

contained in theses two functions11. It turned out that very few other, less obvious,

operations have to be supplied for convenience. An example is giveKappa(), which

returns the von Kármán constant, κ, a property of the turbulence model that is also needed

to compute the boundary conditions for the velocity field in the logarithmic boundary

layer (see Appendix A.1). Note, that the turbulence model will be accessed only through

the interface provided by these few functions. How the turbulent quantities are actually

computed is an implementation secret of the model.

The class CanutoASM, derived from the interface base class TurbModel, is an example of

a class that is abstract (i.e. no objects can be created from it), but that provides already

a certain functionality expressed by its operations. Its operation updateYourself(...),

overriding the operation with the same signature in its base class TurbModel, had to be

declared “abstract”, since CanutoASM does not have any attributes to be updated. For

10The term “internal variable” was chosen to emphasize, that such quantities are intrinsic properties

of the turbulence model, that need not to be known by the RANS (in contrast to the correlation 〈u′w′〉,
for example).

11The operation updateYourself() could also have been absorbed in computeTurb(). However, for

reasons that cannot be explained here, it is desirable to distinguish between operations that change the

state of their objects (like updateYourself()) and operations that do not (like computeTurb()).
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the same reason the operation computeTurb(:MeanFlowType ...) had to be declared

“abstract” as well. Thus, implementations for both operations have to be provided by

one of the classes derived from CanutoASM (see below).

CanutoASM

+updateYourself(:MeanFlowType,:TurbulenceType,:TurbBCsType)
+computeTurb(:MeanFlowType,:TurbulenceType)
+giveKappa()
#computeTurb(k:T_Variable,epsilon:T_Variable,:(...))
-computeCmu()
-computeCmuPrime()

T_Variable

Figure 6.7: Abstract class CanutoASM, implementing the functionality of the ASM
of Canuto et al. [38]

The essential functionality of the ASM of Canuto et al. [38] (and of many others)

is its ability to compute turbulent correlations, provided the mean flow parameters, a

turbulent length-scale, and a turbulent time-scale are given, irrespective of how they

have been derived. Here, the variables k and ε have been chosen to express the lat-

ter two quantities, since ε has to be computed in most models anyway for insertion in

the budget of k. The functionality just described is implemented in form of the oper-

ation computeTurb(k:T Variable, epsilon:T Variable, ...)12. This operation was

declared “protected” and can thus be called from any derived class as soon as updated

values of k and ε (here: the objects k and epsilon) are available. For the computa-

tion of the turbulent fields, this operation can use the services of other operations like

computeCmu() or computeCmuPrime(), computing the stability functions.

The second important base class in Fig. 6.5 is KeModel, an abstraction of the well-known

k-ε two-equation model. There are other classes to replace KeModel, like KwModel (the k-ω

model) or M Y Model (the Mellor-Yamada model) not shown here13. It could be objected,

that each of these classes should itself also be derived from a more general class (called,

e.g., TwoEquationModel), which implements the general functionality of a two-equation

model. In fact, this would have been a very consistent and code-reducing method, and

there is only one reason why this idea was not pursued any further: It is planned in

the near future to replace each of the two-equation models with one single generic two-

equation model, in which the second equation describes the evolution of a general variable

12Note, that computeTurb(k:T Variable, ...) has the same name as computeTurb(:MeanFlowType,

...) (declared in the class TurbModel), but different arguments. It will thus not override this function.
13Not only two-equation models can replace the class KeModel. In fact, any other class, capable of

computing a turbulent length-scale and a turbulent time-scale (i.e. k and ε here), would be appropriate.
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kmεn, wherem and n are rational numbers (see Burchard [26]). All two-equation models

used in this study can be recovered by setting m and n to the appropriate values. Even

though abstraction in object-oriented languages is a powerful tool, being a physicist I felt

that it is much more satisfying to have a higher abstraction level in the physical model.

KEModel
#k: T_Variable
#epsilon: T_Variable
-equation: Transport_1D
-P: VectorType
-G: VectorType
-diff: 
-constSource: VectorType
-linearSource: VectorType
#kappa: ValueType
#c_e1: ValueType
#c_e2: ValueType
#c_e3: ValueType
+updateYourself(:MeanFlowType,:TurbulenceType,:TurbBCsType)
-updateTke(diff_m:VectorType,lowerBC:BCType,upperBC:BCType)
-updateEpsilon(diff_m:VectorType,lowerBC:BCType,upperBC:BCType)
-computeTkeSources(:MeanFlowType,:TurbulenceType)
-computeEpsilonSources(:MeanFlowType,:TurbulenceType)
-computeP(:MeanFlowType,:TurbulenceType)
-computeG(:MeanFlowType,:TurbulenceType)
-doTimestep(:T_Variable,lowerBC:BCType,upperBC:BCType)

T_Variable

Figure 6.8: The class KeModel used to update the values of the variables k and ε.

The responsibility of the class KeModel (or any other class that replaces it) is easy to

define: For given objects of the types MeanFlow, Turbulence, and TurbBCs (the boundary

conditions) it should provide updated values of k and ε at each time-step, as required by

the ASM. As illustrated in Fig. 6.8, k and epsilon are among the first attributes of

KeModel. They are of the type T Variable, supplied in form of a template parameter

from outside (see above). These two objects are marked “protected” (with an #) and are

thus visible and accessible only from derived classes. The discretization and updating of k

and epsilon is performed by equation, an object of the class Transport 1D, encountered

already several times above. As with the class RANS, attributes are defined to hold the

constant and linear source terms and the turbulent diffusivities. In addition, the objects P

and G, representing shear and buoyancy production of turbulence at all grid points, have

been declared. From (3.13) it is clear, that these quantities are needed in updating both,

k and epsilon. The extra memory required for storing them is traded against the saved

computational cost for re-computing them a second time at each time-step.

Found among the attributes of the KeModel are also its model constants, some of which
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are listed in Fig. 6.8. Upon creation of an object of this class, these constants are assigned

the standard values of the k-ε model. However, model constants are declared “protected”

and can be changed by a derived class. This mechanism was necessary, since some model

constants (e.g. κ, cε3, c
0
µ) might have to be changed after their initial assignment in order

to comply with the ASM (see Chapter 3).

As remarked above, the only responsibility of the class KeModel is updating its internal

state (i.e. the variables k and epsilon), and hence only one public (generally accessible)

operation was declared. This operation, updateYourself(...), updates the values of

k and epsilon for given mean flow and turbulent parameters and boundary conditions

at each time-step. updateYourself() will use the services of the private operations

updateTke() and updateEpsilon(). These operations compute the respective constant

and linear source terms (which in turn require the computation of the attributes P and G).

Finally the operation doTimestep(...) forwards all information to the object equation,

which knows how perform the actual time-step (see above). All other operations listed in

KeModel are helper functions with a functionality implied by their respective names.

6.7 Interaction of the Framework Components

The complete functionality of the model is available at this point. Only one link is missing:

A component that makes correct use of the available facilities. As seen from Fig. 6.5,

this task has been assigned to the class KeCanutoASM, derived from both, CanutoASM and

KeModel. Its responsibilities are the proper creation and initialization of all base classes,

the data exchange between objects, and the global management of the time-step.

As shown in Fig. 6.9, the class KeCanutoASM implements all the abstract operations

declared in its base classes. This is required, since this class represents the top of the

class hierarchy introduced above. Since KeCanutoASM has no attributes to be updated, its

first operation, updateYourself(...), simply forwards its arguments to an operation of

the same name, declared in its base class KeModel (see lowest panel of this figure).

The second operation, computeTurb(:MeanFlowType ...), has, on the one hand, access

to the updated objects k and epsilon via its base class KeModel and, on the other hand,

to an operation of the same name declared in its base class CanutoASM. As demonstrated

above, the latter operation has the facilities to compute the turbulence object, provided

k and epsilon are given. As illustrated in the middle panel of Fig. 6.9, all the operation

computeTurb(:MeanFlowType ...) has to do, is calling computeTurb(k:T Variable,
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KeCanutoASM

+updateYourself(:meanFlowType,:TurbulenceType,:TurbBCsType)
+computeTurb(:MeanFlowType,:TurbulenceType)
+giveKappa()

T_Variable

{
KeModel<T_Variable>::updateYourself();
}

{
CanutoASM<T_Variable>::
computeTurb(k,epsilon,meanFlow,turbulence, ...)
}

Figure 6.9: Class KeCanutoASM, responsible for data exchange and time-step manage-
ment. The implementations of its operations (in C++) are given in the lower panels
of this figure.

...) in CanutoASM with the updated arguments.

6.8 Dynamical Aspects of the Class System

In the previous sections, only the static aspects of the class system have been addressed. It

is instructive to look also at the system “in action”, when the interplay between different

objects and operations becomes evident. UML provides several extra types of diagrams

to model the dynamical aspects of a class system, however, for the brief discussion given

here, it is more appropriate to simply use a literal description of what is happening.

It was remarked in the context of Fig. 6.6 that any part of the program can access the

turbulence model only through a few interface operations declared in the class TurbModel.

The cascade of actions triggered by a call to the services of each of these operation is

illustrated below, starting with the very simple operation getKappa(), which returns the

value of the von Kármán constant, κ (see Fig. 6.6).

Since getKappa() was declared “abstract” in TurbModel (i.e. it does not have any im-

plementation), it will be searched for an implementation in one of the derived classes.
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The class CanutoASM, derived from TurbModel, is the next candidate. However, this class

cannot return an appropriate value of κ either, since κ is computed from one of the consis-

tency equations (3.15)–(3.17) and the ASM has no knowledge about which two-equation

model is used (or if one is used at all). Hence, getKappa() must be declared “abstract”

also in this class. The next candidate is KeCanutoASM, derived from CanutoASM. Even

though this class does not have any attribute called kappa, it has access to the protected

attribute kappa of its second base class KeModel. Thus, the operation getKappa() from

KeCanutoASM will return this attribute and the operation call is completed.

The next example is the operation updateYourself(...), also declared in TurbModel.

Recall from Fig. 6.6 that this operation takes several objects describing the mean and

turbulent fields and the boundary conditions as its arguments. However, there is nothing

to be updated in TurbModel, since this class has no attributes and hence updateYour-

self(...) was declared “abstract”. The same applies to the derived class CanutoASM.

The next derived class, KeCanutoASM, does not have any attributes either, but its base

class KeModel has, and thus updating is delegated to this class as described in the context

of Fig. 6.9 above.

The last example is the operation computeTurb(:MeanFlowType ...), also declared “ab-

stract” in the interface class TurbModel. Even though the derived class CanutoASM has

the facilities to compute the turbulent fields (see above), this operation cannot be executed

directly, since the two required fields, k and ε, are still missing. Since it is not the respon-

sibility of CanutoASM to provide these fields, computeTurb(...) was declared “abstract”

and it is relied on a derived class to provide the necessary information. The derived class

KeCanutoASM does not know itself how to provide updated values of k and ε, but it has

the base class KeModel with up-to-date values of k and epsilon, exactly the information

needed. Thus, all the operation computeTurb(:MeanFlowType ...) of KeCanutoASM

needs to do is forwarding these objects to the operation computeTurb(k:VariableType,

...) declared in its base class CanutoASM. As illustrated above, this operation has a

complete implementation at its disposal to compute the turbulent fields.

To clarify the full power of the framework introduced in this section, some concluding

remarks are necessary. The most important point to notice is the generic character of

the framework: Models can be composed immediately from the following “orthogonal

base components”: 1.) The Algebraic Stress Model (ASM) component 2.) The k-ε

component14 3.) The spatial discretization component 4.) The time-stepping component.

14This term refers to the model component that computes the turbulent length-scale and the turbulent

time-scale (here the parameters k and ε) needed by the ASM. This may be, e.g., an arbitrary one- or
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Alone from the components available at the moment, dozens of different models can be

combined. Extensions (new numerical schemes, new turbulence models, ...) are easily

imagined.

Moreover, since the turbulence model and the RANS will be represented by objects,

encapsulating all their data and allowing for their access only through precisely defined

interfaces, several models can easily co-exist at the same time in a single program. It

is, in principle, conceivable to have one model computing the hydrodynamics of a lake

(e.g., a k-ε model with the ASM of Canuto et al. [38], discretized with the Finite-

Volume method), coexisting with another model computing the wind field and other

atmospheric quantities over the lake (e.g., a k-ω model with the ASM of Galperin et

al. [81], discretized with a Finite-Element method). Coupling of these two models would

be particularly easy, because only a few objects, encapsulating the boundary conditions,

had to be considered. A third model could be added, especially appropriate for a refined

computation of an incoming river mouth, and so on.

Even though there is a long way to go, before this vision will become reality, the first step

has been taken by successfully applying the object-oriented design concepts, introduced

here, to state-of-the-art one-dimensional turbulence models.

two-equation model.



Chapter 7

Conclusions

Many different topics have been discussed in this study, including recent ideas in tur-

bulence modelling, oceanography and physical limnology, physical-biological interactions,

numerical methods, and innovative programming approaches to turbulence modelling. In

this chapter, the results are summarized, some conclusions are drawn, and the fields of

future research are envisaged.

It was remarked in the introduction that a correct representation of the turbulent quanti-

ties forms one of the cornerstones of a reliable hydrodynamical model for natural waters

and hence also for a biological sub-model. Numerous approved turbulence models are

known in the literature, however, their respective authors tend to use different notations,

making it uncomfortably difficult to compare these models. To achieve a better compa-

rability, several well-known turbulence models, introduced in Chapter 2, were mapped

into a unified notation, from which individual models can be easily recovered by setting

the model constants to the values given in Tab. 2.1 and Tab. 2.2. The somewhat elabo-

rate conversions between the original and the unified notation, respectively, are given in

appendices.

Starting from this unified turbulence model, it was straightforward to invoke the two

major simplifications: The algebraization of the system of differential equations describing

the evolution of the turbulent quantities, and the application of the so-called boundary

layer approximation. With these simplifications, a coupled linear system of 10 algebraic

equations for the turbulent correlations was obtained and solved explicitly with the help

of a symbolic algebra tool. It turned out, that the vertical turbulent fluxes of momentum

and heat can be expressed in terms of so called stability functions that formed the basis

183
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for many conclusions drawn in the following chapters1. Of course, a comparable procedure

had been executed by other authors for their individual models. With this study, however,

a general model in a unified notation is available2, from which the most well-known

turbulence models, applied in oceanography, can be recovered.

After a short discussion of the relative merits of integrated and differential turbulence

models in geophysical applications, Chapter 3 continued with the introduction of three

two-equation models, compared in great detail in the following sections: The k-ε model,

the model of Mellor and Yamada [169] and two versions of the k-ω model of Wilcox

[293, 294]. Even though a few comparisons of the former two models are known in the

oceanographical literature, apparently no investigations of the k-ω model in a geophysical

context had been reported by the time this project started. This fact should not come

as a surprise, since the k-ω model, in its original form, was not suited to deal with

buoyancy affected flows, omnipresent in geophysical situations. Nevertheless, since the

k-ω model was reported to be superior to the k-ε model in many unstratified industrial

flows, interest was felt in an investigation of the qualities of this model in stratified flows,

and particularly in oceanographical and limnological situations. To this end, in Chapter

3 a generalization of the k-ω model to stratified flows was introduced (also see Umlauf

and Hutter [280]). As summarized below, a number of interesting and unexpected

results were obtained.

Before the structural differences between the three models were emphasized, an important

flow type was explored, in which all models are isomorphic: The so-called structural

equilibrium, mathematically established by the requirement that the time rate of the

turbulent time-scale τ = k/ε is zero. Turbulence in structural equilibrium is of particular

interest, since a wealth of data from laboratory experiments and DNS exist, usable to

verify turbulence models. Turbulent parameters obtained from stratified flow experiments

of this type are most often expressed in terms of the gradient Richardson number, and

it is only natural to look for analytical solutions of the turbulence models exhibiting also

a functional dependence on this quantity. Many different sets of stability functions3,

expressible solely in terms of the gradient Richardson number have been suggested in the

literature, but most of them were derived assuming the full equilibrium P+G = ε. Clearly,

this assumption does not hold in structural equilibrium, and no definite conclusions can

1As discussed in Chapter 2, rotational terms were not considered in the stability functions.
2In this context, “available” means that the model does not only exist “on paper”, but also in form

of a “symbolic notebook” of the symbolic algebra package “MATHEMATICA”, from which new models

can be easily derived and tested.
3Recall, that stability functions are the “essence” of any ASM, if the boundary layer approximation

is invoked.
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be drawn by comparing these stability functions (and quantities derived from them) with

the experiments mentioned above. Besides this, apparently no successful attempts were

reported to express the few existing non-equilibrium stability functions in terms of the

Richardson number in structural equilibrium. Here, such stability functions, also valid in

structural equilibrium, could be derived with the help of symbolic algebra. From these

followed Richardson number depending expressions for the turbulent Prandtl number and

for some important turbulent length scales, all quantities that could directly be compared

to laboratory measurements and DNS in Chapter 3. The encouraging result was, that two-

equation models predict the fundamental properties of the structural equilibrium fairly

well, provided the Richardson number is not too large. However, some of the results were

very sensitive with respect to small differences in model parameters, and even though all

models are isomorphic in structural equilibrium, the best results were obtained with the

parameters of the k-ω model.

A situation, in which structural differences between two-equation models are most essen-

tially manifested, is the balance between turbulent diffusion and dissipation of turbulent

kinetic energy. This case is also of some interest in oceanography and physical limnology

because of the current belief, that below breaking waves there is a small fluid layer with

approximately such a balance. So far, only inappropriate (though popular) analytical re-

sults have been reported in the oceanographical literature, all together assuming that the

turbulent length scale in the diffusion-dissipation balance behaves exactly as in the loga-

rithmic region of the law-of-the-wall. This is, of course, not true because the von Kármán

constant, an important parameter in wall-bounded shear-flows, is completely irrelevant

in shear-free situations like that described above. In Chapter 3, a new set of power law

solutions was suggested for the non-linear coupled differential equations describing the

diffusion-dissipation balance in two-equation models. A close investigation of the results

revealed the surprising fact that the popular k-ε model exhibits a singularity for com-

pletely reasonable parameter combinations. The Mellor-Yamada model only computes

results in accordance with measurements, if its wall function is neglected, and only the

k-ω model performs satisfactorily in all situations. Currently, these results are extended

and applied to the oceanic wave-mixed layer and an according publication is on its way

(Umlauf and Burchard [279]).

Some applications of two-equation models in oceanography and limnology were described

in Chapter 4. It was shown in the first parts of this chapter that in some unstratified

standard situations (turbulent plane Couette flow, turbulent barotropic open channel

flow) the k-ε model and the k-ω model perform very similarly. As demonstrated by other

authors, also in stratified shear-driven flows, two-equation models tend to perform quite
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similarly. It was also shown in this context, that in shear-driven mixed-layer entrainment

experiments (“wind mixing”), the entrainment depth predicted by the k-ε model and

the Mellor-Yamada model is controlled almost exclusively by the value of the steady-

state Richardson number, Rist, at the bottom of the mixing layer. This result could be

demonstrated to hold also for the new, buoyancy extended k-ω model. For this type of

experiments, also a new theoretical result was obtained: The question of Kundu [143],

what would physically be the most relevant condition for the self-similarity of the problem,

could be resolved: It was demonstrated that the conditions for the bulk Richardson

number, Riv = const., for the flux Richardson number , Rif = const., and for the gradient

Richardson number, Ri = const. are completely equivalent, because turbulence at the

bottom of the mixing layer is in a state of full equilibrium.

Besides these idealized test cases, also some direct applications to limnological problems

were considered. The first of these was a simulation of the seiche induced, oscillating

bottom boundary layer in Lake Alpnach, a small Swiss lake. Because of the excellent

cooperation with the EAWAG (Switzerland), a unique set of continuously measured dis-

sipation rate records in the turbulent bottom layer of this lake was available and directly

comparable to the results computed by different two-equation models. The observed

phase-lag between the dissipation rate and the current shear turned out to be under-

predicted by both, the k-ω model and, though to a lesser extent, also by the k-ε model.

The magnitude of the computed dissipation rate, however, was demonstrated to be in

good agreement with the measured values. Previous techniques estimated the dissipation

rate based on logarithmic fits to measured velocity profiles. It could be demonstrated

that with this popular method the dissipation rate is overestimated by about an order

of magnitude in dynamical boundary layers. In weakly stratified oscillating boundary

layers, the predicted height of the (almost) homogenized bottom layer was also in good

agreement with the measurements (also see Umlauf and Lorke [282]). Since the flux

of momentum from the seiche motion to the boundaries, the exchange of properties be-

tween sediment and water, and also the redistribution of matter inside the water body, all

fundamentally depend on the turbulence in the bottom layer, this encouraging result was

an important step towards the development of a robust three-dimensional water quality

model for lakes.

The second limnological application consisted of a coupled biological-physical model of

the oxygen budget in Lake Ammer, a medium-sized Alpine lake. It was one of the few

attempts of coupling a two-equation turbulence model to a biological sub-model, reported

in the limnological literature. In contrast to most other approaches, here the biological

sub-model did not include evolution equations for different aquatic species and nutrients.
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It rather related all biological parameters to measured profiles of chlorophyll-a, interpreted

as a measure of biomass. With this method, many of the uncertainties of a full biological

parameterization are avoided, since effects like nutrient limitation, grazing pressure, etc.

were already implicitly accounted for in the measured chlorophyll-a values. Computed

results and measured data for both, temperature and oxygen, were demonstrated to be

in good agreement. (also see Joehnk and Umlauf [129]).

The numerical procedure was introduced in Chapter 5. It consists of an application

of the popular Finite-Volume method, and thus this chapter was mainly conceived as

part of a documentation of the numerical code. Nevertheless, a small novelty could be

presented: The staggered grid used here employed a different kind of boundary volumes

than that adopted by most other authors. It could be shown that the recommendation

of Burchard and Petersen [30], to generally only use flux boundary conditions for

the turbulent quantities, is restricted to a special (though popular) type of boundary

volumes. Accurate results can also be obtained with the classical Dirichlet-type boundary

conditions, if the numerical grid suggested here is used.

Even though remarks on numerical methods can be found in many publications on tur-

bulence modelling, most often only subtle hints are given of how the numerical procedure

was actually translated to the programming language. Since much of the manpower in

numerical turbulence research is devoted to coding issues, this under-representation is

hard to justify. Chapter 6 extensively addresses coding issues and a new object-oriented

approach to turbulence modelling, equally applicable to industrial and geophysical flows.

Different classes of objects were assigned different responsibilities during the computa-

tion of mean flow and turbulent parameters. The resulting code is structured in different

levels of abstraction, reaching from very abstract classes like TurbModel (representing a

complete turbulence model) down to fast FORTRAN subroutines performing the actual

“number crunching” by solving large linear systems. Due to the generic character of

the class framework, base components can be almost arbitrarily combined to yield new

models, and a program evolved that can be easily understood, extended and maintained.
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Appendix A

Turbulence

A.1 Solution Close to a Rigid Wall

Close to a smooth rigid wall two independent length-scales can be formulated from the

indicated dimensional parameters, namely, a viscous length-scale δv = ν/u∗ and an ex-

ternal length-scale δ. Here, u∗ = τw/ρ is the friction velocity determined by the density

and the shear stress at the wall, τw.
1 Dimensional analysis leads to the general functional

form of the velocity profile

u = u∗Φ
(
z+, ζ

)
and

∂u

∂z
=
u∗
z
φ
(
z+, ζ

)
, (A.1)

where

z+ =
z

δv
and ζ =

z

δ
. (A.2)

Usually, two limiting versions of the general statement (A.1) are considered: At z � δ

the influence of the external scale δ is assumed to be negligible and the dependence on

ζ drops out. At z � δv the influence of the viscosity on the relative motion of the fluid

vanishes and (A.1) does not depend any longer on z+. The existence of the first of these

limits implies Prandtl’s universal law-of-the-wall, while the existence of the second implies

Kármán’s velocity defect law.

It is well-known that there exists an overlap region with a logarithmic velocity profile in

which both laws are assumed to be valid (Yaglom [300], Spurk [241]). This region is

1For completely rough walls the viscous scale δv is replaced by the roughness length z0. An additional

length-scale δp = u2
∗/αp is introduced in the presence of a pressure-gradient αp = ρ−1dP/dx. This case

is not considered here.
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referred to as the logarithmic region of the law-of- the-wall. The solutions computed by

two-equation models in this region will be investigated in the following section.

A.1.1 The Logarithmic Region of the Law of the Wall

From the equations of motion and dimensional arguments it follows that in the logarithmic

region the relations

−〈u′w′〉 = τw
ρ

= u2∗ and
∂u

∂z
=

u∗
κ(z + z0)

(A.3)

hold, if the pressure is constant and the viscosity exerts no direct influence on the flow.

Here, κ is the so-called von Kármán constant and z0 is the roughness length.

In this flow region, the turbulent kinetic energy, k, is constant and only related to the

friction velocity, u∗, via

k =
u2∗
cB
, (A.4)

where the dimensionless constant cB ≈ 0.3 is sometimes referred to as the Bradshaw

constant.

If a simple mixing length model of the form

u2∗ = νt
∂u

∂z
(A.5)

is applied and (A.3) and (A.4) are used, some standard turbulent quantities can be com-

puted as

P = ε =
u3∗

κ(z + z0)
, ω =

cB
(c0µ)

4

u2∗
κ(z + z0)

, l = κ(z+ z0) , νt = κu∗(z+ z0) . (A.6)

Following most authors, the origin z = 0 has been shifted by the roughness length z0.

All turbulence models considered in the main part compute the friction velocity, u∗,

according to

u2∗ =
τ

ρ
= νt

∂u

∂z
= cεµ

k2

ε

∂u

∂z
, (A.7)

which, making use of (A.3), (A.4), and (A.6) can be transformed to the simple statement

cB =
√
cεµ , with cεµ = c̃εµ(αM) (see (2.53)) . (A.8)

Hence, all models predict a constant friction velocity u∗ only if the function c̃εµ is constant

and equal to the square of Bradshaw’s constant, c2B.



A.1. SOLUTION CLOSE TO A RIGID WALL 191

For the quasi-equilibrium stability functions introduced in Section 2.3.2 this is obviously

the case: In the unstratified logarithmic boundary layer the buoyancy parameter is αN = 0

and c̃εµ becomes a constant. For the non-equilibrium stability functions (as those of (2.60)

and (2.61)) a dependence on αM remains, and it has to be shown that αM becomes a

constant in the logarithmic boundary layer. Indeed, using (A.3), (A.6), and (A.8) the

following relations emerge

αM :=
k2

ε2

(
∂u

∂z

)2

=
1

cεµ
⇒ cεµ = c̃εµ(αM) = c̃εµ

(
1

cεµ

)
. (A.9)

The last relation is a non-linear equation for the value of cεµ in the logarithmic boundary

layer. For the non-equilibrium stability functions (2.60) a value of cεµ = 0.077 can be

computed, considerably lower than the standard value cεµ = 0.09. Since P = ε holds

in the logarithmic boundary layer, this value coincides with the value computed by the

quasi-equilibrium version of the non-equilibrium stability functions in the unstratified case

Ri = αN = 0 (see Fig. 3.13). This is not surprising, since the equilibrium P +G = ε has

been assumed in their derivation.

Finally, integration of the second of (A.3) yields the well-known logarithmic law-of-the-

wall
u

u∗
=

1

κ
ln

(
z + z0
z0

)
, (A.10)

where the coordinate z has been shifted by the roughness length z0.

A.1.2 The Roughness Length

The standard form of the logarithmic velocity profile for hydraulically smooth walls can

be recovered from (A.10) by setting

z0 = as
ν

u∗
, (A.11)

with the dimensionless constant as. If (A.11) is inserted in (A.10) and the dimensionless

quantities

u+ =
u

u∗
and z+ =

zu∗
ν

(A.12)

are introduced, (A.10) can be re-written as

u+ =
1

κ
ln
(
z+ + as

)
+

1

κ
ln

1

as︸ ︷︷ ︸
B

. (A.13)
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The appearance of the constant as in the argument of the logarithm stems from the

fact that the origin has been shifted by the roughness length z0. However, adopting the

standard values κ = 0.4 and B = 5.0, as = 0.135 can be computed. This is a value

very small compared to z+ ≈ 5, below which the logarithmic law is known to loose its

validity anyway. Thus, the solution (A.13), computed by the two-equation models, is

almost identical to the more familiar form

u+ =
1

κ
ln z+ +B . (A.14)

The solution for a completely rough wall is obtained from (A.10), if

z0 = kse
−Cκ , (A.15)

which linearly relates the sand roughness ks to the roughness length z0. The resulting

velocity profile reads
u

u∗
=

1

κ
ln

(
z + z0
ks

)
+ C . (A.16)

It differs from the standard form only by its shift z0 from the origin. Often cited values

for a completely rough plate are κ = 0.4 and C = 8.0, from which a sand roughness

ks = 24.53 z0 can be computed.

Between the limits of hydraulically smooth and completely rough surfaces numerous inter-

polating formulae have been suggested (cf. Schlichting and Gersten [217], pp. 517).

Since usually only little is known about the precise properties of the sediment structure

in lakes and the ocean, it is appropriate here to simply add both contributions and obtain

z0 = as
ν

u∗
+ kse

−Cκ . (A.17)

This formula yields the correct limits for smooth and rough surfaces and interpolates by

simple superposition in between.

A.2 Boundary Layer Approximation

It has been shown in Section 2.3 that the so-called boundary layer approximation greatly

simplifies the equations of motion and the equations describing the transport of turbulent

quantities. Recall, that in the boundary layer approximation, all horizontal gradients (i.e.,

gradients in the x- and y-direction) are negligible, except the horizontal pressure-gradient

in the momentum balance.



A.2. BOUNDARY LAYER APPROXIMATION 193

In this section, the boundary layer approximation is accepted in order to simplify the

tensor quantities appearing in the ASM (2.34)–(2.36). The form of a tensor quantity,

simplified in this manner, will be referred to as its boundary layer form from now on. By

inserting the boundary layer forms into the ASM (2.34)–(2.36), the boundary layer form

of the ASM given in (2.39)–(2.48) can be obtained.

The starting point is the derivation of the boundary layer form of the symmetric and anti-

symmetric parts of the velocity gradient as defined in (2.17). If only vertical gradients

are considered, they reduce to

Sij =


0 0 1

2

∂u

∂z

0 0 1
2

∂v

∂z
1
2

∂u

∂z
1
2

∂v

∂z
0

 and Wij =


0 0 1

2

∂u

∂z

0 0 1
2

∂v

∂z

−1
2

∂u

∂z
−1

2

∂v

∂z
0

 , (A.18)

respectively.

The production of Reynolds stresses by the mean shear is

Pij = −〈u′iu′l〉
∂uj
∂xl

− 〈u′ju′l〉
∂ui
∂xl

,

as defined in (2.8). In its boundary layer form this tensor reduces to

Pij =



−2〈u′w′〉∂u
∂z

−〈v′w′〉∂u
∂z

−〈u′w′〉∂v
∂z

−〈w′2〉∂u
∂z

−〈v′w′〉∂u
∂z

−〈u′w′〉∂v
∂z

−2〈v′w′〉∂v
∂z

−〈w′2〉∂v
∂z

−〈w′2〉∂u
∂z

−〈w′2〉∂v
∂z

0


. (A.19)

Similarly, the “anisotropic production” tensor

Dij = −〈u′iu′l〉
∂ul
∂xj

− 〈u′ju′l〉
∂ul
∂xi

,



194 APPENDIX A. TURBULENCE

defined in (2.15)1, reduces to the form

Dij =



0 0
−〈u′2〉∂u

∂z

−〈u′v′〉∂v
∂z

0 0
−〈v′2〉∂v

∂z

−〈u′v′〉∂u
∂z

−〈u′2〉∂u
∂z

−〈u′v′〉∂v
∂z

−〈v′2〉∂v
∂z

−〈u′v′〉∂u
∂z

−2〈u′w′〉∂u
∂z

−2〈v′w′〉∂v
∂z


. (A.20)

It is a bit more tedious to derive the boundary layer form of the “anisotropic production”

tensor Σij extensively used by Canuto et al. [37, 38]. It is defined in (2.15)2 and will

be re-written here for convenience:

Σij = Silblj + Sjlbli − 2

3
δijSlmblm ,

where the symmetric part of the velocity gradient defined in (2.17)1 and the anisotropic

part of the Reynolds stress defined in (2.16) have been used.

The expression for Σij can be easily re-written in the form

Σij = Sil〈u′lu′j〉+ Sjl〈u′lu′i〉 −
4

3
KSij +

2

3
δijP (A.21)

or in terms of Pij and Dij as

Σij = −1

2
(Pij +Dij)− 4

3
kSij +

2

3
δijP . (A.22)

Thus, using the already known boundary layer forms of Pij and Dij , (A.19) and (A.20),

the boundary layer form of Σij can be shown to take the form

Σij =
1

2



2
3
〈u′w′〉∂u

∂z

−4
3
〈v′w′〉∂v

∂z

〈v′w′〉∂u
∂z

+〈u′w′〉∂v
∂z

(〈u′2〉+ 〈w′2〉 − 4
3
k)
∂u

∂z

+〈u′v′〉∂v
∂z

〈v′w′〉∂u
∂z

+〈u′w′〉∂v
∂z

−4
3
〈u′w′〉∂u

∂z

+2
3
〈v′w′〉∂v

∂z

(〈v′2〉+ 〈w′2〉 − 4
3
k)
∂v

∂z

+〈u′v′〉∂u
∂z

(〈u′2〉+ 〈w′2〉 − 4
3
k)
∂u

∂z

+〈u′v′〉∂v
∂z

(〈v′2〉+ 〈w′2〉 − 4
3
k)
∂v

∂z

+〈u′v′〉∂u
∂z

2
3
〈u′w′〉∂u

∂z

+2
3
〈v′w′〉∂v

∂z



.

(A.23)
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Another “anisotropic production” tensor, Zij, was introduced in (2.15)3 and is defined by

Zij = W
∗
il

(
〈u′lu′j〉 −

2

3
δljk

)
+W ∗

jl

(
〈u′lu′i〉 −

2

3
δlik

)
,

where the tensor W ∗
ij has been defined in (2.17)3. This equation can be simply re-written

as

Zij = −1

2
(Pij −Dij + Fij) . (A.24)

Hence the boundary layer form of Zij can also be found by using the known tensors Pij ,

Dij , and Fij defined in (A.19), (A.20), and (A.31), respectively, to yield

Zij =
1

2



2〈u′w′〉∂u
∂z

〈v′w′〉∂u
∂z

+〈u′w′〉∂v
∂z

(〈w′2〉 − 〈u′2〉)∂u
∂z

−〈u′v′〉∂v
∂z

〈v′w′〉∂u
∂z

+〈u′w′〉∂v
∂z

2〈v′w′〉∂v
∂z

(〈w′2〉 − 〈v′2〉)∂v
∂z

−〈u′v′〉∂u
∂z

(〈w′2〉 − 〈u′2〉)∂u
∂z

−〈u′v′〉∂v
∂z

(〈w′2〉 − 〈v′2〉)∂v
∂z

−〈u′v′〉∂u
∂z

−2〈u′w′〉∂u
∂z

−2〈v′w′〉∂v
∂z



− 1

2
Fij . (A.25)

The production of Reynolds stresses by buoyancy,

Gij = gδi3α〈θ′u′j〉+ gδj3α〈θ′u′i〉 ,
has been defined in (2.8). In its boundary layer form it can be re-written as

Gij =


0 0 gα〈θ′u′〉
0 0 gα〈θ′v′〉

gα〈θ′u′〉 gα〈θ′v′〉 2gα〈θ′w′〉

 . (A.26)

The same is possible for the two temperature-flux-production terms,

Pθu1 = −〈u′iu′l〉
∂θ

∂xl
and Pθu2 = −〈θu′l〉

∂ui
∂xl

,

which have been defined in (2.9). They become

P θu1
i =


−〈u′w′〉∂θ

∂z

−〈v′w′〉∂θ
∂z

−〈w′2〉∂θ
∂z

 , P θu2
i =


−〈θ′w′〉∂u

∂z

−〈θ′w′〉∂v
∂z

0

 . (A.27)
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(2.9) also defines a buoyancy production term according to

Gθu
i = gδi3α〈θ′2〉 ,

which retains only its third component in the boundary layer form as in

Gθu
i =

 0

0

gα〈θ′2〉

 . (A.28)

The equation describing the transport of turbulent kinetic energy, (2.11), and the equation

for the transport of temperature variance, (2.10), introduce three scalar production terms.

In the boundary layer approximation they can be written as

P = D = −〈u′w′〉∂u
∂z

− 〈v′w′〉∂v
∂z
,

G = gα〈θ′w′〉 ,

P θ = −2〈θ′w′〉∂θ
∂z

.

(A.29)

Even though it was decided in Section 2.3 not to include any explicit or implicit Coriolis

terms before a clear indication for their importance is given, the boundary layer form of

the explicit terms shall be prepared here for later reference. Starting from the definition

of the explicit Coriolis terms in (2.8),

Fij = −fil〈u′ju′l〉 − fjl〈u′iu′l〉 , (A.30)

their boundary layer form can be shown to reduce to

Fij =



2f〈u′v′〉
−2f̃〈u′w′〉

f
(
〈v′2〉 − 〈u′2〉

)
−f̃〈v′w′〉

f̃
(
〈u′2〉 − 〈w′2〉

)
+f〈v′w′〉

f
(
〈v′2〉 − 〈u′2〉

)
−f̃〈v′w′〉

−2f〈u′v′〉 −f〈u′w′〉
+f̃〈u′v′〉

f̃
(
〈u′2〉 − 〈w′2〉

)
+f〈v′w′〉

−f〈u′w′〉
+f̃〈u′v′〉

2f̃〈u′w′〉


. (A.31)

In the same way, the Coriolis terms entering (2.9),

F θu
i = −fil〈θ′u′l〉 , (A.32)
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can be simplified and re-written as

F θu
i =

f〈θ
′v′〉 − f̃〈θ′w′〉
−f〈θ′u′〉
f̃〈θ′u′〉

 . (A.33)

Note, that both components of the Coriolis parameter, f and f̃ , are retained in (A.31)

and (A.33), even though f̃ has been cancelled from the mean momentum budget, (2.37),

by scaling arguments. However, there is no a-priori reason, why the horizontal turbulent

fluctuations should not be of the same order of magnitude as the vertical fluctuations,

considering only the scales that are supposed to be captured by the turbulence model.

A.3 Conversion Relations for the Model of Canuto

et al. [37, 38]

The pressure-strain model of Canuto et al. [37, 38], written in the notation used by

the authors themselves (and defined in (2.13)), is expressed by

φij = −c1τ−1
p

(
〈u′iu′j〉 − δij

2

3
k

)
+

4

5
kSij

+ α1Σij + α2Zij − (1− β5)
(
Gij − 2

3
δijG

)
.

Inserting the expression (A.22) and (A.24) into this equation, the pressure-strain model

reads

φij = −c1τ−1
p

(
〈u′iu′j〉 − δij

2

3
k

)
+

4

5
kSij − (1− β5)

(
Gij − 2

3
δijG

)

− α1
2

(Pij +Dij)− α14
3
kSij + α1

2

3
δijP − α2

2
(Pij −Dij)− α2

2
Fij ,

(A.34)

which can be recast in the form

φij = −c1τ−1
p

(
〈u′iu′j〉 − δij

2

3
k

)
−
(
4

3
α1 − 4

5

)
kSij − (1− β5)

(
Gij − 2

3
δijG

)

− α1 + α2
2

(
Pij − 2

3
δijP

)
− α1 − α2

2

(
Dij − 2

3
δijP

)
− α2

2
Fij .

(A.35)
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Comparison of this equation with (2.12) reveals that the model ofCanuto et al. [37, 38]

and the traditional model of Gibson and Launder [87, 88] are isomorphic for the case

of no rotation, if the relations

c2 =
α1 + α2

2
, c3 = (1− β5) ,

c4 =
α1 − α2

2
, c5 =

4

3
α1 − 4

5
,

(A.36)

obtained by inspection, are used.

Using the pressure-strain model (2.13), the transport equations for the Reynolds stress

tensor (2.8) can be written as

∂〈u′iu′j〉
∂t

+ ul
∂〈u′iu′j〉
∂xl

= Dij + Pij +Gij + Fij − c1τ−1
p

(
〈u′iu′j〉 −

2

3
δijk

)

+
4

5
kSij − (1− β5)

(
Gij − 2

3
δijG

)

+ α1Σij + α2Zij − 2

3
δijε .

(A.37)

This equation should be contrasted to (2.24), to which it can be easily converted if the

parameter relations (A.36) are used.

With some moderate algebra, (A.37) can be written very compactly in the form

∂bij
∂t

+ ul
∂bij
∂xl

= Db
ij − c1τ−1

p bij − (1− α1)Σij − (1− α2)Z̃ij

− 8

15
kSij + β5

(
Gij − 2

3
δijG

)
,

(A.38)

where Db
ij denotes the turbulent diffusion of the anisotropy tensor bij , introduced in (2.16).

The new tensor Z̃ij is defined by

Z̃ij = W̃ilblj + W̃jlbli , (A.39)

where the skew-symmetric part of the velocity gradient in its modified form

W̃ij = Wij +
2− α2
1− α2 εiljΩl = Wij +

2− α2
2(1− α2)fij (A.40)

has been used. Note, that the definition (A.40) is not in contradiction to the mandatory

form (2.17)3. It is merely a consequence of algebraic manipulations in order to absorb

both, the explicit (i.e.: Fij) and the implicit Coriolis terms in the tensor Z̃ij.
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The linear part of the model for the pressure-temperature-gradient correlations, suggested

by Canuto et al. [37, 38] reads

φθi = −5

2

(
1 +

1

σt

)
τ−1
p 〈θ′u′i〉+

3

4
α3Sij〈θ′u′j〉+

5

4
α3W

∗
ij〈θ′u′j〉 − γ1Gθu

i , (A.41)

if the original notation suggested by the authors is used. It is obvious, that this model

can be converted to the form (2.19), re-written here for convenience as

φθi = −cθ1τ−1
p 〈θ′u′i〉+ cθ2Sij〈θ′u′j〉+ cθ3W ∗

ij〈θ′u′j〉 − cθ4Gθu
i ,

if the following parameter relations are used:

cθ1 =
5

2

(
1 +

1

σt

)
, cθ2 =

3

4
α3 ,

cθ3 =
5

4
α3 , cθ4 = γ1 .

(A.42)

By inspection, the model constant cθ appearing in (2.22) is found to be cθ = 2σt. With

these relations and the original model constants from Tab. A.1, the values in Tab. 2.1

and Tab. 2.2 have been computed.

Using (2.19), the balance equation for the turbulent heat flux (2.9) can be written as

∂〈θ′u′i〉
∂t

+ ul
∂〈θ′u′i〉
∂xl

= Dθu
i + P θu1

i + P θu2
i +Gθu

i + F θu
i

− cθ1τ
−1
p 〈θ′u′i〉+ cθ2Sil〈θu′l〉+ cθ3W ∗

il〈θu′l〉 − cθ4Gθu
i .

(A.43)

With the help of the convenient definition

W ij =Wij +
2− cθ3

2(1− cθ3)
fij , (A.44)

analogous to (A.40), the transport equation for the turbulent heat flux (A.43) can be

re-written in compact form as

∂〈θ′u′i〉
∂t

+ ul
∂〈θ′u′i〉
∂xl

= Dθu
i + P θu1

i − cθ1τ−1
p 〈θ′u′i〉

− (1− cθ2)Sil〈θu′l〉 − (1− cθ3)W il〈θu′l〉+ (1− cθ4)Gθu
i .

(A.45)

Note again, that the definition (A.44) is not in contradiction to the compulsory form

(2.17)3. It merely follows as a result of the algebraic manipulations leading to the partic-

ularly compact form of (A.45), which coincides with (2.25) in the main part.
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Table A.1: Model constants of Canuto et al. [37, 38]

c1 (by insp.) α1 α2 α3 β5 γ1 σt

2.5 0.984 0.568 0.8 0.6 0.333 0.72

A.4 Conversion Between Mellor-Yamada

and k-ε Parameters

In this section conversion relations between the model constants in the notation of Mel-

lor and Yamada [168, 169] and in the notion used in (2.24)–(2.26) are derived. From

the definition of the turbulent kinetic energy, defined as q2/2 in Mellor and Yamada

[168, 169], and their representation of the rate of dissipation, ε, it follows:

q =
√
2k

1
2 , q3 = 2

√
2k

3
2 , (A.46)

and
2

3
δijε =

2

3
δij
q3

B1l
, (A.47)

from which one can conclude that

ε =
q3

B1l
and l =

2
√
2k

3
2

B1ε
. (A.48)

Comparison of the slow pressure-strain model in (2.12) (with τp = τ = k
ε
) with the

corresponding model of Mellor and Yamada [168, 169] yields

1

c1

k

ε
= 3A1

l

q
. (A.49)

Using the relations derived above, the right hand side of this equation can be expressed

as

3A1
l

q
= 6

A1

B1

k

ε
, (A.50)

leading to

c1 =
B1

6A1
. (A.51)

From completely analogous calculations it can be deduced that

cθ1 =
B1

6A2

and cθ = 2
B2

B1

. (A.52)

It also follows simply from inspection that

c5 = −4C1 . (A.53)
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Using the model constants fixed in Mellor and Yamada [169] as

(A1, A2, B1, B2, C1) = (0.92, 0.74, 16.6, 10.1, 0.08) , (A.54)

the constants in the notation used here can be computed to be

(c1, c5, c
θ
1, c

θ) = (3.007,−0.32, 3.74, 1.217) . (A.55)

These are exactly the constants given in Tab. 2.1 and Tab. 2.2.
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Appendix B

Shallow-Water Waves in Rotating

Channels and Basins

For small to medium size lakes rotational effects in gravity waves are usually manifested

as modifications of the solutions in which the rotation of the Earth is ignored. This can be

demonstrated by considering the vertically integrated, linearized shallow water equations

without friction of the form

∂ζ

∂t
+

(
∂U

∂x
+
∂V

∂y

)
= 0 , (B.1)

∂U

∂t
− fV = −gh∂ζ

∂x
,

∂V

∂t
+ fU = −gh∂ζ

∂y
, (B.2)

where U and V are the vertically integrated horizontal velocities and ζ is the surface

elevation (Hutter [115]). The barotropic modes are obtained by setting h equal to the

(constant) water depth, the baroclinicmodes of a corresponding two-layer model by setting

h := hi =
∆ρ

ρ0

h1h2
h1 + h2

, (B.3)

where ∆ρ is the density difference between a layer of thickness h1 above the thermocline

and a layer of thickness h2 below the thermocline, and ρ0 is a reference density.

For a detailed description of the wave solutions of (B.1) and (B.2) see Mortimer [177]

and Hutter [115]. In the following only a brief summary of their results is presented.

203
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B.1 Kelvin Waves

Solutions of (B.1) and (B.2) that enjoy a transverse variation of ζ in conformity with the

Coriolis term can be constructed. To this end, a half infinite basin with constant depth

and bounded at y = 0 is investigated; consider wave solutions of the form

U = U0hΦ(y)e
i(kx−ωt) , V := 0 , ζ = ζ0Φ(y)e

i(kx−ωt) , (B.4)

which satisfy the no-flux condition through the side boundary; a forteriori, (B.4) requires

V to vanish everywhere in the half space. Substitution of (B.4) in (B.1) and (B.2) yields

the dispersion relation

c = cph =
ω

k
=
√
gh , (B.5)

and the solutions

Φ(y) = exp

(
−f
c
y

)
, ζ0 =

c

g
U0 . (B.6)

This solutions, named in the honour of Lord Kelvin, are modified in the presence of

topography. They will be referred to as “Kelvin-type” waves then. Even though two

Kelvin waves of identical frequency travelling in opposite directions can be superposed to

yield a quasi-standing wave, it is well-known the Kelvin waves alone cannot satisfy the

boundary conditions at the channels ends. However, modifications of the Kelvin wave

solution necessary to overcome this complication are usually confined to the boundaries

(Mortimer [177]). In this case, the main part of the solution consists of a Kelvin wave

travelling cyclonically around the basin, its amplitude decreasing exponentially towards

the centre of the basin (see (B.6)1).

B.2 Poincaré Waves

Kelvin waves have the property that the water particle motion is purely longitudinal.

There are other wave solutions of (B.1) and (B.2) that satisfy the boundary condition

V = 0 at the sides of a channel, however, may have non-trivial transverse velocity inside

the channel. Eliminating U and ζ from the equations and seeking plane wave solutions

for V ,

V = V0(y) e
i(kx−ωt) , (B.7)

yields the eigenvalue problem

∂2V0
∂y2

+

(
ω2 − f 2
gh

− k2
)
V0 = 0 , 0 ≤ y ≤ B (B.8)
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for the distribution of V across a channel with the boundary conditions V0 = 0 at y = 0

and y = B (see Hutter [115]). Equations (B.7) and (B.8) describe the Poincaré waves.

The solution of (B.8) is

V0 = V sin
(mπ
B
y
)

(B.9)

with the dispersion relation

k2 =
ω2 − f 2
gh

− m2π2

B2
, (m = 1, 2, 3, . . . ) (B.10)

or alternatively

ω2 = f 2 + gh

(
k2 +

m2π2

B2

)
> f 2 + gh

m2π2

B2
= ω2

cut . (B.11)

Hence, Poincaré waves with real wave numbers, k, must have frequencies that are larger

than the inertial frequency. This statement does not apply to the Kelvin waves.

It is also possible to construct solutions for the longitudinal velocity component,

U =
{
αm sin

(mπy
B

)
− βm cos

(mπy
B

)}
ei(kx−ωt+π/2) , (B.12)

where

αm = φkm
ω

k
V , βm = −gh

f
φkm

mπ

Bf

ω

f
V (B.13)

and

φkm =
k2 + m2π2

B2

k2 + m2π2

B2
ω2

f2

. (B.14)

The above equations describe the barotropic modes of the Poincaré waves. By replacing

the constant depth, h, by the equivalent depth, hi, the baroclinic modes of the correspond-

ing two-layer system are obtained. Modifications of this type of waves by topography are

referred to as “Poincaré-type” waves here. As with the Kelvin waves, Poincaré waves

alone cannot satisfy the boundary conditions at the channel ends (see Hutter [115]).
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